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PREFACE 

The integration of manufacturing constraints and their optImIzation within the 
design process of mechanical products and systems are now an industrial priority. 
Following the first two IDMME conferences in Nantes in 1996 and Compiegne in 
1998, the purpose of the IDMME'2000 conference was to present recent 
developments in these areas and new areas within the product and process 
development theme. 
The original initiative of the conference is mainly due to the efforts of the French 
AIP-PRIMECA group (Pool of Computer Resources for Mechanics). The organizing 
committee and the local organizing institutions (Concordia University, Ecole 
Poly technique de Montreal, and McGill University) contributed to the success of the 
conference. 
The presentation of 190 papers and the presence of more than 225 researchers 
coming from more than 20 countries demonstrate the success of the initiative. 
This book contains 57 of these papers selected by an International Scientific 
Committee: 

Chairman: C. Fortin (Canada) 
Co-chairmen: P. Chedmail (France), 

C. Mascle (Canada), 

J. Angeles (Canada) 
J.L. Batoz (France) 
J.C. Bocquet (France) 
A.- Bernard (France) 
P. Bourdet (France) 
A Clement (France) 
D. Cochran (USA) 
D.Coutellier (France) 
A- Dalsky (Russia) 
D.A. Dornfeld (USA) 
D. Deneux (France) 
G. Gogu (France) 
C. Gosselin (Canada) 
J. Guillot (France) 
H. Hagen H. (Germany) 
H.U. Kals (The Netherlands) 
F. Kimura (Japan) 
T. Kjellberg (Sweden) 
F.L. Krause (Germany) 
F. Le Maitre (France) 

XI 

G. Cognet (France), 
J. Pegna (Canada) 

P. Martin (France) 
C. McMahon (U.K.) 
M. Mantyla (Finland) 
J.L. Maxwell (USA) 
N.M. Patrikalakis (USA) 
J.P. Pelle (France) 
B. Peseux (France) 
D. Play (France) 
M. Pratt (USA) 
B. Ravani (USA) 
A. Riviere (France) 
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R. Soenen (France) 
S.H. Suh (Korea) 
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H. Van Brussel (Belgium) 
AF. Van Houten (Netherland) 
M. V eron (France) 
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xii 

The above specialists cover a large spectrum in computer science applied to 
analysis, design and manufacturing in mechanical engineering problems. 

The integration of manufacturing constraints and their optimization in the design 
process is becoming more and more widespread in the development of mechanical 
products or systems. There is a clear industrial need for these kinds of 
methodologies. Important - but still unsolved - problems are related to the definition 
of design processes, the choice of optimal manufacturing processes and their 
integration through coherent methodologies in adapted environments. 

Four main topics are addressed in this book: 
• design theory: process and modeling, 
• control, measurement and tolerancing, 
• manufacturing: modeling and planning, 
• optimal design of machines, structures and components. 

By the end, apart from giving a thorough theoretical background, a very important 
theme is the relation between research and industrial applications. 

The editors hope that they contributed to the development of the challenging 
research domain of Integrated Design and Manufacturing in Mechanical 
Engineering. We hope that this book will be of interest for engineers, researchers 
and Ph.D. students who are involved in the optimization of design and 
manufacturing processes. It will be a mine of examples and ideas, and we wish that 
it will contribute to the improvement and the development of concurrent 
engineering. 

The editors 
Patrick Chedmail, Gerard Cognet, Clement Fortin, Christian Mascle and Joseph 
Pegna 
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GERALDINE MARTIN, FRANC;OISE DETIENNE, ELISABETH 
LAVIGNE 

CONFRONTATION OF VIEWPOINTS IN A 
CONCURRENT ENGINEERING PROCESS 

Abstract. We present an empirical study aimed at analysing the use of viewpoints in an industrial 
Concurrent Engineering context. Our focus is on the viewpoints expressed in the argumentative process 
taking place in evaluation meetings. Our results show that arguments enabling a viewpoint or proposal to 
be defended are often characterized by the use of constraints. One result involved the way in which the 
proposals for solutions are assessed during these meetings. We have revealed the existence of specific 
assessment modes in these meetings as well as their combination. Then, we show that, even if some 
constraints are apparently identically used by the different specialists involved in meetings, various 
meanings and weightings are associated with these constraints by these different specialists. 

1. PURPOSE 

In new design and production organizations, design is often the work of a multi­
speciality, multi-location team, manoeuvring, according to the moment, with the 
same aim (co-design) or different aims (distributed design). In the collective design 
process, co-design phases are specifically devoted to the assessment of the global 
solution, integrating the solutions produced by the different designers at time t, or to 
the assessment, by hislher peers, of a solution produced by one designer at time t. 

A first study was focused on the coordination processes in distributed design 
(Martin, Detienne & Lavigne, 1999). The aim of the study presented in this paper is 
to analyse the viewpoints brought into play in co-design. The chosen design context 
is a Concurrent Engineering process. This framework seemed to us to be the most 
relevant for studying the topic of " viewpoint ", as the simultaneousness and 
confrontation of viewpoints during the development of the solution are assumed to 
be favoured by working in Concurrent Engineering (Darses, 1997). 

Aerospatiale Matra Airbus has conducted the re-engineering of its design 
processes in a Concurrent Engineering procedure, in order to better master costs, 
schedules and quality in the design of its products. This industrial development is 
assisted by cognitive ergonomics research work, which is the framework of this 
study. We are analysing this setting up of a Concurrent Engineering methodology. 
The industrial aim is to derive ergonomic recommendations at software level (digital 
mock-up, technical database) and organizational level (meeting methodology, 
definition of roles) in order to assist the confrontation and integration of viewpoints 
in multi-speciality design. 

After a brief presentation of our theoretical framework and working hypotheses, 
we present an empirical study aimed at analysing the use of viewpoints in an 

3 
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industrial Concurrent Engineering context. Our approach is strongly oriented by 
cognitive ergonomics work on the notion of constraint, and linguistics work on 
argumentation. 

2. THEORETICAL FRAMEWORK AND WORKING HYPOTHESES 

The confrontation of knowledge and the integration of viewpoints is at the heart of 
the cooperative mechanisms implemented in co-design. A new research topic is to 
characterize the viewpoints of the various players involved in collective design 
(designers themselves, and production and maintenance specialities) and the 
cooperative modes that enable these different viewpoints to be integrated. 

During the design process, different viewpoints are implemented. On the basis of 
the work performed in different disciplines - Artificial Intelligence (Wenger, 1987), 
cognitive ergonomics (Rasmussen, 1979; Darses, 1997), ethnomethodology 
(Bucciarelli, 1998), Computer- Supported- Cooperative Work (Schmidt, 1994), an 
initial general definition of the notion of "viewpoint" would be : " for a person, a 
particular, personal, representation of an object to be designed". We are now going 
to develop this definition further. 

In the representation of the object to be designed, and also of its design, design 
constraints seem to us to playa predominant part. For design problems, the solutions 
are not unique and correct but various, and more or less satisfactory according to the 
constraints that are considered. The designers develop and assess design solutions 
partly according to their own specific constraints, which reflect their own specific 
viewpoints, in relation with the specificity of the tasks they perform and their 
personal preferences (Eastman, 1969; Falzon et aI, I 990). 

Constraints are cognitive invariants which intervene during the design process. 
The notion of constraints has been understood from different angles (1) according to 
their origin - prescribed constraints, constructed constraints, deduced constraints, (2) 
according to their level of abstraction, and (3) according to their importance -
validity constraints and preference constraints (Bonnardel, I 999, Eastman, 1969). 
Futhermore, Bonnardel distinguishes various relationships between constraints. 

The use of particular combination of constraints, characterizing a viewpoint, will 
also determine the level of abstraction at which the design object is represented. The 
representation of the object to be designed is characterized according to an abstract­
concrete line or abstraction hierarchy (Rasmussen, 1979). The different levels of 
abstraction are integrated into each state of the solution. This can reflect functional, 
structural or physical representations all along the design process (Darses, 1997; 
Darses & Sauvagnac, 1997). Factors such as the field of expertise and specific 
technical interest playa role in this representation. Indeed, several participants see 
the design object differently according to the specificities and constraints specific to 
their speciality. In addition, for the same speciality, the representation will be 
variable according to the problem to be solved. 

So, our approach is based on the following assumption: a viewpoint is (I) 
specific to each speciality; (2) dependent on the problem to be solved; 3) 



www.manaraa.com

CONFRONTATION OF VIEWPOINTS IN A CONCURRENT ENGINEERING PROCESS 5 

characterized by a level of abstraction, i.e., functional, structural or physical, (4) 
characterized by the implementation of a certain combination of constraints. 

Our working hypothesis is that viewpoints are expressed, more or less explicitly, 
in multi-speciality meetings, aimed at co-design, in particular, the assessment of 
solutions. It is thus on the analysis of these meetings that we have focussed our 
empirical work. 

In design activities, the assessment intervenes (1) to appreciate the suitability of 
partial solutions to the usual state of resolution of the problem, and (2) to select one 
of the solutions envisaged (Bonnardel,1999). The finality of this assessment is to 
make the decision to change one of its components, or to pursue the design if the 
assessment is positive (Darses, 1994). It is in assessment meetings that we should 
observe the confrontation of the viewpoints of the various participants in design. 
Owing to the collective nature of the activity, viewpoints should be expressed, more 
or less explicitly, through argumentation (Plantin, 1996). In the argumentative 
dialogue, a proposer will express a viewpoint that will be argued about by presenting 
a certain amount of information substantiating the initial proposal. 

3. METHODOLOGY 

3.1 Context 

We conducted this study during the definition phase of an aeronautical design 
project, lasting three years, in which the participants work in Concurrent 
Engineering to design the centre section of an aircraft. These participants use 
Computer Assisted Design (CAD) tools and a technical Data Management System 
(PDM). About 400 people with 10 different specialities are involved. These 
specialities are the traditional design office specialities (structure, system 
installation, stressing), specialities that used to intervene further downstream 
(maintainability, production) and new specialities that have appeared with the 
introduction of CAD and PDM tools .. 

3.2 Collection of data 

All the specialities work on the same part of the aircraft but each person according 
to his technical competence. "Informal" inter-speciality meetings are organized, as 
needed, to assess the integration of the solutions of each speciality into a global 
solution. We took part in 7 of these meetings as observers: 
• Five meetings involved upstream design office players (designers from structure 

and systems installation specialits); 
• Two meetings involved upstream-design office and dow stream players (from 

production or maintenance specialities). 
On the basis of audio recordings and notes taken during the meeting, we 
retranscribed the full content of the meetings. Each meeting involved 3 to 6 players. 
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We conducted interviews afterwards with the various participants of meetings to 
validate the coding we had made and make explicit a certain amount of infonnation 
that was implicit in the meetings. 

Our second concern was to identifY what representation each specialist had about 
constraints: in particular the representation of the meaning assigned to a constraint 
expressed a certain way and the ordering between constraints. For each meeting, we 
collected the constraints used (either explicitly or implicitly) and presented the list to 
each participant of this meeting. Our question concerned: 

• for each constraint: to give their meaning; 
• for all constraints: to order them as a function of their importance in this 

design-problem-situation. 

3.3 Coding scheme 

The protocols resulting from the retranscriptions were broken down according to the 
change of locuters. Each individual participant statements correspond to a "turn". 
Each turn was coded according to the following coding scheme and broken down 
again as required to code finer units. Our coding scheme comprises two levels, a 
functional level and an argumentative level. 
• The functional level highlights the way in which collective design is perfonned. 

Each unit is coded by a mode (request/assertion), an action (e.g., assess) and an 
object (e.g., solution n). At this level, a turn can be broken down into finer units 
according to whether there is a change in mode, activity or object. 

• The argumentative level brings out the structure of the speech on the basis of a 
dialogue situation. We coded the proposals for solutions made and the different 
types of arguments used by the speakers during the meetings. 

4 RESULTS 

Our results concerns the assessment modes, their temporal organization and the 
involvement of constraints in the viewpoints expressed through the argumentation 
process. 

4.1 Assessment modes and temporal organization 

On the basis of the coding of arguments, we have revealed the existence of 
analytical, comparative or analogical assessment modes in these meetings. This type 
of result is similar to the assessment modes analysed in individual design 
(Bonnardel, 1999). In addition, we have highlighted combined assessment modes, 
e.g. analytical/analogical. 

We found that different assessment modes are used in the order shown in 
Figure 1 , whatever the meeting: 
• Step 1: Analytical assessment mode of the current solution; 
• Step 2: if step 1 has not led to a consensus, comparative orland analogical 

assessment is involved; 
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• Step 3: if step 2 has not led to a consensus, one (or several) argument(s) of 
authority is (are) used. 

Convergence 

Convergence 

Divergence 

Figure 1. The argumentation process 

Firstly the current solution is assessed. This is made using an analytical 
assessment mode. Arguments used by the two (or more) specialities may use more 
or less explicit design constraints. Specialists M I use arguments to convince 
specialists M2 and M2 does the same thing. Based on this analytical assessment, a 
consensus is rarely found. 

If no consensus has been found, then M I and M2 use either an analogical 
assessment mode or a comparative assessment mode of the solution or both. The two 
types of assessment may also be combined. This can lead again to a consensus 
toward the initial solution or toward a proposed alternative solution. 

Arguments used are arguments by comparison and arguments by analogy. An 
argument by comparison compares several objects in order to assess them. This is 
typically the case in the comparative assessment mode. The current solution is 
compared to one or several alternative solutions in function of the way they meet 
constraints. 

An argument by analogy makes use of a precedent which is a typical case used 
as a model for the current case. This is typically the case in the analogical 
assessment mode. The current solution is compared to an analogous solution 
developed and already assessed in the past, either in the same project or in another 
project. By referring to a model of analogous reasoning the current solution is 
considered to be the target and the analogous solution is considered to be the source. 

If no consensus has been found, either MI or M2 propose one or several 
arguments of authority. Any argument can take the status of argument of authority 
depending on specific factors of the situation. This argument is presented as 
inconstestable and therefore it has a particularly strong weight in the negotiation 
process. We have found that an argument can take the status of argument of 
authority depending on : 
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• the status, recognised in the organisation, of the speciality that expresses it. 
• the expertise of the proposer. The argument is going to make reference to a 

person recognized by all to be an expert in the speciality. It will be something 
like" It's Alphonse who said it would be more logical like that to pick up on 
these parts of the stringers". 

• the "shared" nature of the knowledge to which it refers. 
This generally leads to a consensus. 

4.2 Contraints involved in the argumentation processs 

Constraints used in the argumentation process to express viewpoints are of two 
kinds: 
• Prescribed constraints independent of the speciality or skill-independent 

constraints: those constraints are prescribed in the design specification and, a 
priori, shared by all the players of the design process; 

• Derived constraints specific to a speciality or skill-dependent constraints. 
We found that, even though some constraints used by different players in a 

meeting are the same at a surface level (same terminology), these constraints may 
have different meanings in the viewpoints expressed by players from different 
specialities. Also, the level of refinement selected may be different according to the 
speciality. 

Selection of a meaningfor a skill-independent constraint 
We observed that the same constraint (the same terms are used by different players 
in a meeting) can have different meanings according to the speaker's speciality. 

In this case it is necessary to distinguish the two slopes of the sign, the signifier 
and the meaning. The meaning can have the same generic seme for different 
speakers but a very different functional seme. For example, a cost constraint can, for 
one speciality, mean "production cost" and, for another speciality, mean "design 
cost". It seems particularly true for general constraints prescribed for all the players 
of the design process (e.g., the cost) as opposed to constraints derived by a speciality 
(e.g., structure). 

Selection of a refinement level in a hierarchical network of a skill-dependent 
constraint 
We found that some constraints expressed in the argumentation process may be 
organized hierarchically along different levels of refinement. For example, a 
maintenance constraint may be refined as three constraints: accessibility constraint, 
dismounting constraint and mounting constraint. However, when we analysed the 
skill-dependent constraints used for expressing the viewpoints of different players, 
we identified some gaps between the level of refinement selected and used in the 
argumentation process according to the speaker's speciality. For a constraint specific 
to a skill, the level of refinement is more detailed for the speciality which represents 
this skill and more general for the other speciality. 
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Constraints weighting 
Constraints used and their weighting, which also founds the viewpoint of the 
participants, depend on several factors. 
• The participant's speciality; 
• The interlocutors; 
• The design-problem situation. 

The selection of constraints depends on speaker speciality and on the 
interlocutors. In general, constraints taken into account in a particular meeting are 
those constraints specific to the specialities involved in the meeting in addition to 
the prescribed constraints. However skill-dependent-constraint weighting depends 
on speaker speciality. Whereas we found a high intra-speciality agreement on 
constraint weighting, we found disagreement between specialities. 

For exemple, in a meeting involving Hydraulic system intallation specialists and 
Structure specialists, we observed that the constraints which are specific to 
Hydraulic system intallation specialists are : system installation and frontier. The 
constraints which are specific to Structure specialists are : structure and stress. Even 
if most of these constraints are used by the two specialities involved in the meeting, 
the way each speciality orders those constraints by importance is different. Each 
specialist ranks hislher own constraints as more important than the constraints of 
hislher interlocutors. 

Constraints weighting also depends on the problem in hand. For example, we 
observed for the same speciality, air system installation, that constraint weighting 
varied between two problems processed sequentially in a meeting : the 
maintainability constraint was ranked as being of average importance for problem A 
and as being of high importance for problem B. Furthermore the production 
constraint was evoked only for problem A. 

5 DISCUSSION AND IMPLICATIONS 

This paper presents an initial empirical study of viewpoints expressed through the 
argumentation process in design. Our results have two kinds of implication. 

We have shown that the argumentation process involves knowledge on the 
current solution, i.e., the solution to be assessed, but also on other solutions, i.e., 
alternative solutions or source solutions. This is involved in comparative assessment 
modes and analogical assessment modes. This result highlights the importance of 
documenting the design rationale for the current solutions but also those for the 
other solutions evoked. 

We have also shown that viewpoints involve constraints which may be skill­
independent or skill-dependent. The meaning and weighting of these constraints 
greatly depends on the multi-speciality context. This result should also be taken into 
account so as to better support and document the decision process in design. 
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A CONCURRENT ENGINEERING EXPERIMENT 
BASED ON A CO-OPERATIVE AND OBJECT 

ORIENTED DESIGN METHODOLOGY 

Abstract: Designing a new product progresses from needs and function specifications to a 
detailed description of its physical components. The design activity involves many 
contributors throughout the life cycle of the product, which starts with its specification 
and ends with its destruction. This paper presents an object oriented design methodology 
integrated into a human based and co-operative design life cycle. In order to apply this 
methodology to industrial design projects, we defined two software environments using 
human motor activity modelling and simulation linked to a Computer Supported 
Collaborative Workshop in Design (CSCW). This methodology and the software tools are 
now applied to student design projects in the field of concurrent engineering. 

1. INTRODUCTION 

Concurrent engineering methods and tools are increasingly being integrated into 
industrial organisations to reduce costs and design time, but also to improve product 
quality and value. These new organisations tend to introduce, very early in their 
design projects, various dimensions such as the technical, human, organisational, 
social, and economic points of view [1] [2]. Our research in this field has focused on 
integrating human factors, based on input from product users, manufacturing 
operators, etc., into the concurrent engineering design process [3]. Particular 
attention was paid to product and process usability, but also to co-operation between 
all those involved in the concurrent design process. This paper firstly reviews a 
human based co-operative design process representing our own experience of 
integrating human factors into concurrent engineering design projects before going 
on to present an operational methodology based on object oriented concepts and 
distributed design theory. Section 4 presents ACSP, a Computer Supported Co­
operative Workshop in Design (CSCW) environment developed to apply this 
methodology to industrial projects. Section 5 will present some project results 
extracted from ACSP design activity analyser module. Our results show how this 
design methodology and the software tools can be applied to real industrial projects. 
Finally, section 6 concludes the paper with a brief summary of the main points and 
looks at what could lie ahead for research in this field. 

2. HUMAN BASED AND CO-OPERATIVE DESIGN LIFE CYCLE 

Working on various design proj ects associating product, process and activity 
aspects, we have tested a pragmatic human based design methodology integrated 
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into the concurrent engineering design life cycle [4] [5]. This design life cycle 
includes the traditional phases of a design project such as the feasibility study, and 
preliminary and detailed studies [6] [7]. Each phase interacts with the others through 
feedback loops in order tevaluate, validate and optimise the results obtained. 

The particularity of this design life cycle is that it is centred on co-operation 
between all the design contributors involved in industrial projects (marketing, 
design, ergonomics, engineering, manufacturing, users, operators, etc.). According 
to Sagot [8], this co-operation can be difficult to manage in current design projects 
because of differences in culture, language, knowledge, methods and tools specific 
to each profession. With this in mind, we set out to develop new methods and tools 
including new mediating objects [9] [10] in order to promote the above-mentioned 
human based and co-operative design life cycle. These new mediating objects, 
which describe the global Human-Product-Environment interaction in different real­
life situations (use, manufacturing, recycling, etc,), have been defined to complete 
traditional technical data such as CAD files, technical sheets and specifications 
describing the properties of products These co-operation supports include video 
recorded data extracted from user activities on current products and processes, 
virtual animated pictures presenting predicted usability of the future product in 
various future uses, manufacturing, recycling and other situations. 

3. OBJECT ORIENTED DESIGN METHODOLOGY 

Modelling and simulation of complex systems before their actual design has proven 
to be a valuable approach in mechanical system engineering. Modelling produces an 
abstract representation of the system being studied which is then used as a basis for 
simulation. Such representation requires a modelling approach to describe the 
functional, structural and dynamic aspects of the system. Various other 
complementary aspects are also considered in design projects, such as the physical 
or geometrical aspects [11] [6]. 

The model we proposed in this paper is based on the "design worlds" method 
developed by SOLHENIUS [12], which is divided into "domains" that we refer to as 
"design domains" divided into "aspects". This model is also based on recent design 
approaches such as distributed design methodology, mechanical systems 
engineering, and object oriented concepts as applied in computer science [13]. 
Situated in a connectionist paradigm, distributed design methodology can be 
described as a modular approach, where modules are connected in a network and 
where communication plays a major role, allowing the solution to emerge [14] [15]. 
Each module seeks to achieve its own local objective and needs its own tools. It is 
also necessary to exchange information between the different modules (interactions) 
in order to reach the solution. Practical experience in modelling has taught us that 
complex systems can be modelled and analysed provided we adhere to certain sound 
principles such as modularity and abstraction [16]. Object-oriented approaches 
adhere to these principles and provide a good support for building models that are 
closer to real-world complex systems [17]. 

Based on these different observations, we chose to follow object oriented 
concepts to build our systemic and global design methodology situated in a 
concurrent engineering field. This methodology considers that a design project, in 
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mechanical system engineering, is a network of various interacting design domains 
such as project, product, process, activities, etc. (Figure 1). 

Project design domain Activities design domaIn Other design domain 

Product design domain Process design domain 

Figure 1 ." The design domain network. Functional, structural and dynamic aspects 
considered in each design domain 

Each of these design domains can be examined from several aspects (or models) in 
interaction, as defined in the previous approach. In accordance with object oriented 
concepts, we chose to develop three aspects in each design domain: 
• a functional aspect, which describes the main objectives and goals of the 

system, 
• a structural aspect, defining the system elements and architecture, 
• a dynamic aspect, which describes the chronological behaviour of the system. 

In this configuration, other design aspects such as physical or geometrical 
models are directly linked to the structural aspect of the system. For example, 
applied to the product design domain, this kind of association generates functions 
commonly found in PDM (Product Data Management) systems. 

Concerning the interactions between each module, two levels can be 
differentiated : internal interactions in each design domain and external interactions 
between design domains. For the internal interactions, they are carried out with well­
known current design methods such as F.A.S.T. (Functional Analysis System 
Teclmique) diagrams for structural/functional interactions and Statechart diagrams 
for structural/dynamic interactions. A Statechart is a structured and hierarchical 
formalism based on finite state automata which describes the dynamic behaviour of 
the system. External interactions are also defined between design domains. For 
example, in a design project, it is very useful to link a part of a manufacturing 
process to the corresponding elements of the manufactured product (structural aspect 
of the product / stIuctural aspect of the process interaction). 

The particularity of this design methodology is that it treats human activities (the 
activities of users, manufacturers, designers, etc.) as an effective design domain 
linked to the other product, process and project domains. This activity dimension is 
integrated into our object oriented design methodology in order to integrate 
ergonomics in the human based and co-operative design life cycle shown above. 

In order to test industI'ial projects using this human based concurrent engineering 
design methodology, we specified two software environments : MANERCOS 
(Module d'ANalyse pour I'ERgonomie et la COnception des Systemes [18]) and 
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ACSP (Atelier Cooperatif de Suivi de Projet [19]), which represents the main 
subject of this paper. 

4. ACSP: A COMPUTER SUPPORTED CO-OPERATIVE WORKSHOP 

ACSP is a web-based environment, which employs the object oriented methodology 
and organises the co-operative activities of the design contributors. This web-based 
application, supporting the previously mentioned concurrent engineering design life 
cycle, has been defined as a Human Computer Co-operative Workshop system 
HCCW, and is also termed Computer Supported Co-operative Workshop 
environment CSCW [20]. The ACSP exploitation module is divided into four main 
sub-modules managing data from the project, product, process and activity design 
domains. Each design domain includes various design data describing functional, 
structural and dynamic aspects. For example, various types of data integrated into 
the ACSP environment can be displayed: 
• project data, such as human and material resources (structural aspect) or task 

planning (dynamic aspect), 
• product data, such as product assembly including the different product elements 

(stmctural aspect) linked to CAD files (geometrical aspect) or functional 
specifications (functional aspect) available in different situations in the 
product's life cycle (Figure 2), 

• process data, such as process architecture including the different machines 
(structural aspect) linked to CAD files (geometrical aspect) or process dynamic 
sequences describing various manufacturing, maintenance, recycling, etc. 
operations (dynamic aspects) . 

• activities data, such as various Human-Machine-Environment interactions in 
different life situations (structural aspect), multimedia documents describing 
dynamic sequences like video-recorded data from human work activities or 
virtual films extracted from MANERCOS simulations, as illustrated in Figure 2 
( dynamic aspect). 

Figure 2: ACSP interface describing a geometric model linked to an element of the product 
structural decomposition and an example of activity data integrated into the A CSP 

environment 
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These data are completed with internal and external interactions in the design 
domains and even communication features (email, forums, etc.). 

This exploitation module is also completed with an administration and a designer 
activity analyser module. 

The administration module includes several features for managing projects, 
design contributors, specific company needs, etc., such as creating, modifying, 
deleting, storing and archiving data with the Data Base Management System 
included in ACSP. 

The designer activity analyser module has been defined to perform research 
activities in contextual design process modelling within the field of concurrent 
engineering, using designer activity traceability when designing with this CSCW 
environment. Traceability analysis features, showing how designers are applying the 
proposed methodology, are available in the ACSP environment. 

CAD, CAM, FEM, 
etc. , tools 

CAD, CAM, FEM, 
etc., tools 

SECURED 
EXTRANET 

ZONE 
" 

, weB 
___ Se.rve.r 

ACSP 5eNer ilt Belfort-Montbellard 
University of Technology 

Figure 3: ACSP client-server architecture cOlJnected to a database through a Web Server 

From a technical point of view, ACSP can be defined as an asynchronous CSCW 
including a Data Base Management System connected to various Computer Aided 
tools: CAD/CAM tools, Finite Element Method Processors, etc. (Figure 3). 

Around 50% of ACSP features have been implemented. ACSP is available as a 
Web Server with security layers managing user access. The system has a client­
server architecture available for heterogeneous environments (NT, Unix, Mac, etc.). 

5. APPLICATION IN DESIGN PROJECTS 

The object oriented design methodology based on the human and co-operative 
design life cycle through the MANERCOS and ACSP environments have been 
applied to six student product-process design projects. Among these six projects, 
only one is centred on designing a manufacturing process. The five other projects 
are traditional mechanical system design projects linked to their manufacturing 
processes. Around 60 design contributors were involved in these projects. The 
average number of design contributors in a project group is 10 : 
• 6 or 7 engineering students, including a project manager, 
• 1 or 2 teachers in mechanical systems engineering, 
• I or 2 engineers from companies. 
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The engineering students are all beginners to the aforementioned design 
methodology. They are also involved in a three-week training course with a fictive 
project before working on their own industrial projects. 

During these industrial projects, for a period of four months, design contributors 
share, exchange, capitalise and re-use project, product, process and activity design 
data in a concurrent engineering context. 

To manage research activities in concurrent engineering design process 
modelling, we use ACSP as an experimental research tool to analyse designer 
activity in the above mentioned design projects. The first quantitative and qualitative 
results from the ACSP designer activity analyser module relative to these projects 
are now available. 

For example, as illustrated in Figure 4, it is possible to analyse the time evolution 
of the designers' actions on design data (creating, modifying, and deleting actions) 
compared to the number of connections to the projects . 

'2600 . '~"I·=uiiiOeC6fC6"ii€i<To"o'ACS!",,"vec:-·--'Nuirbec ~of =oct"'ion""s-==on"'"dat"'a--- , .. _- '--' ----
: __ NurTber of actions on design data! ! 1350 , 

, .. :~::. ;:;r~~;t:ala i I I 
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Figure 4 .- Evolution of designers' actions 011 design data (create. modify alld delete / project. 
product. process and activity data) compared to the Illllnber of connections to the projects 

Through this diagram describing our first quantitative results on designer activity 
analysis using the ACSP experimental tool, it is possible to identify three steps in 
the project development cycle: 
• a familiarisation step, in which design contributors discover at the same time the 

purpose of the project and the detailed ACSP functionalities. This step can be 
considered as a observation step where designers make more connections to 
their project than actions on data. We can observe a high level of deleting and 
modifying operations compared to the creating actions, 

• a capitalisation step, in which design contributors create and modify a high 
number of design data per connection on their project. This step can be 
considered as a period of intensive activitywhere designers contribute to filling 
the ACSP database. This intense activity period also introduces a significant 
number of deleting actions on data, but still a low percentage compared with the 
number of data creation and modification activities, 
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• a regulation step, in which design contributors manage the design data 
capitalised previously. They make some adjustments to data, integrating the 
interactions between the design domains to achieve the final goal of the project. 
During this step, designers usually connect to gather information and perform 
less actions on design data than in the previous capitalisation step. They also 
have more creation action than modification and suppression actions. 

After this global overview of these first results, it is now interesting to have a 
look at the distribution of actions in the various design domains. For example, as 
illustrated in Figure 4, it is also possible to analyse the time evolution of the 
designers' actions (creating, modifying, and deleting actions) in relation to the 
project, product, process and activity design data. This Figure shows that design 
contributors work on project design domain data during the entire period of their 
project. We can also observe an intensive period of activity from the beginning of 
the project until the 5th week, corresponding to the previously explained 
capitalisation step. It is significant to specify that all these actions on project design 
data are only carried out by the project managers, which corresponds to six 
designers out of 10. 

Conceming the product and activity design data, we can observe a significant 
level of actions from week 5 to week 7. From week 8 to the end of the project, these 
actions decrease to less than 15 actions per week for activity data and a mean level 
of 50 actions per week for product data. 

Conceming the process data, a low level of activity throughout the project can be 
observed. This can be explained by the low rate of projects involving the design of 
manufacturing processes. 

6. CONCLUSIONS 

All these items illustrate our first global results extracted from ACSP designer 
activity analyser module when managing projects in an academic context involving 
engineering students, teachers in mechanical systems engineering and professional 
engineers. The next step will consist in introducing the ACSP environment to 
industry in order to manage the same actions with professional designers. 

This experience with the ACSP environment, using specific human factor 
features, shows that users browsed among activity data with new co-operative 
supports based on product usability functions and on human activities, 
manufacturing activities, recycling activities, etc. These new co-operative supports, 
such as stmctured data (life situations, usability functions, etc.) and documents 
(video films and human virtual simulations) generated with MANERCOS and 
shared through ACSP, seem to ensure co-operation in the design process. Supports 
such as these would also appear to assist the design participants to collect 
information, identify problems, search for new solutions, evaluate concepts, etc. 
during creativity sessions. 

This set of results, combined with greater emphasis being placed on agent 
concepts, an extension of the object oriented approach, could open up challenging 
new ways forward for research in this field. 
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A METHOD AND A SUPPORT FOR A BETTER 
INTEGRA TION OF MECHANICAL SIMULATION IN 

THE DESIGN PROCESS 

Abstract. World wide competition in industry has dramatically increased the use of computational 
mechanics techniques which are nowadays a key factor of the design process. Nevertheless, the use of the 
simulation techniques in a more systematic way and in the early stages of the design process gives rise to 
numerous problems. Even the state-of-the-art "integrated" CAD software tools are unable to give efficient 
solutions to these problems. 

Following a brief bibliographical revue of different research works related to this subject, the present 
paper proposes, through the SG3C software, a working methodology and a supporting software tool in 
order to provide some elements of solution to the different problems related to integrating computational 
mechanics in the design processes. The conceptual model is first presented. A simple example of a design 
situation is then used to show why the SG3C system is interesting for the numerical simulations 
efficiency. Some particular features such as modelisation guidelines, process tracking, knowledge 
management and co-operative work are underlined. 

1. INTRODUCTION 

World wide competltIOn in industry has dramatically increased the use of 
computational mechanics techniques in the early stages of the design process of 
products and systems. The industrial stakes expressed in terms of cost, schedules, 
quality and capitalisation issued from simulation are essentials but the arising 
difficulties still remain important. An efficient implementation of these numerical 
techniques supposes more particularly a high level of integration of computational 
activities in the design process. This integration should not be based only on the 
tools, but also on technical know-how and industrial organisations. 

Concerning with the area of computational mechanics, a new issue in some 
industrial companies is to transfer some simulation activities from structural analysis 
department to design offices in order to achieve the required level of integration. In 
this case, design technicians are trained to computational mechanics techniques and 
have to support the most classical problems required by their design activity (linear 
problems for example). In this scheme, the traditional specialists of computational 
mechanics are in charge of scientific support of technicians activities while they still 
keep the responsibility of the more complex studies. This support consists mainly in 
technical assistance or supervision either in the definition of more adequate 
calculation models according to the objectives and context of simulation, and in the 
critical analysis of computational results. 

During the 90's, a lot of research work has been done to provide solutions to 
these difficulties of integrating computational simulation in engineering design. 
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Some works propose software environments which enable more or less automatic 
idealisation of the product geometry to make it ready for a simulation process. In 
that way, Shephard [1] describes the computational mechanics process as a 
succession of idealisation steps and presents a framework of an automated analysis 
idealisation control system in an engineering design context. Other works based 
more particularly on geometric criterions (for example [2,3] ... ) have similar 
purposes. 

The area of artificial intelligence seems to be another way of integrating 
computational mechanics in the design process. In this manner, some research works 
try to provide modelling and analysis assistants. Dym [4] describes a computer 
system based on symbolic representation of knowledge involved in engineering 
modelling and computation. Model-based reasoning (MBR) techniques are used to 
represent structure, function and behaviour explicitly. In [5], Turkiyyah proposes a 
knowledge-based framework for assisting users in setting up, interpreting, and 
hierarchically refining finite element models in a structural engineering domain. An 
expert system defines an appropriate mathematical model for the structural 
mechanics problem and performs interpretation operations, leading to model 
refinements. The research presented in [6] develops a multilevel product model that 
supports Simulation-Based Design (SBD) of mechanical systems, from preliminary 
to detailed design stages. A global database is used to support both CAD and 
simulation data. This database is accessed by the different actors for defining 
simulation models. 

Those research works carry out interesting contributions to some specific aspects 
of the problem of integrating computational mechanics in the engineering design 
process. Nevertheless, none of them takes into account the whole problem. From our 
viewpoint, three main issues are not fully answered: 

Integration is generally considered as a problem of data transfer from the design 
process environment (CAD systems) to simulation software tools. The 
information feedback from simulation to design is poorly achieved. 
All along the design process, many models are created to simulate the product 
behaviour. This multiplicity of models is a source of difficulties in managing 
models and ensuring consistency of the whole process. Very few research works 
take this problem into consideration. 
The crucial question of capitalising and reusing both simulation and design 
knowledge is more or less present but does not receive satisfying answers. 
The present research work has been driven to give solution elements to the three 

above mentioned problems. A design organisation and a supporting tool are defined 
in order to provide a satisfying level for integrating computational mechanics in the 
design process of products. Our research also provides practical answers to 
capitalisation and reusing questions. 

2. CONCEPTUAL MODEL 

The definition of a conceptual model is a necessary stage to reach the above 
mentioned objectives. This conceptual model has been created from structuring and 
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formalising computational mechanics present practices [7]. The first step is to 
identify and to define the different entities handled by designers and analysts. The 
second step is to provide different links between the entities, in order to capture and 
to express rationale and consistency of the integrated analysis process. 

2.1. Identification of level dependent entities 

At the very global level of a simulation process, two different classes of entities are 
distinguished: the Project entity and the Instructional Case entity. A Project entity 
consists in the whole of design models and simulation data explicitly associated with 
a particular product in the context of a particular design project. An Instructional 
Case entity (see [8]) includes one or more complete simulation process related to a 
particular problem. This problem should be sufficiently general to allow the 
Instructional Case to be separated from any Project entity. The so-defmed 
Instructional Cases should answer either modelisation problems (for example, a 
simulation process drawn to defme a model well adapted to represent the stiffness of 
a bolted assembly) or design problems (for example, a sensitivity analysis driven to 
get the influence of a fillet radius on a stress concentration factor). 

PROJECT : SAMPLE 

o Basic 51ep 

q Temporallink 

---+ Dependency link 

Figure 1. Representation of the project "Sample" 

The distinction between these two high level entities is interesting from a strategic 
point of view insofar as it is a support for identification and capitalisation of 
knowledge provided by mechanical simulation. 
Going to a higher detail level in the conceptual model, the Project, as well as the 
Instructional Case can be broken down into one or several simulation Cycles. A 
Cycle corresponds to one complete simulation phase, that means a process starting 
from the definition of a particular goal for simulation, continuing with constructing a 
calculation model, obtaining numerical results and analysing these results. A Project 
is made of numerous cycles corresponding to the different product specifications. 
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Refining the conceptual model and structuring the Cycle contents, six different 
Steps are identified [7] and briefly described below: 

The Design Model contains at once geometrical (CAD data), technological and 
functional descriptions of the product. It represents the whole set of information 
usually handled by designers and required for computation. 
The Simulation Goal explicitly defines the objectives of the running simulation 
Cycle. It also describes the situation of the product in its environment from 
which loads and boundary conditions will be deduced, and some specifications 
on the context in which the Cycle will be created (cost constraints, time limits, 
required accuracy ... ). 
The whole set of mechanical assumptions are gathered in the Mechanical Model 
which is a representation of the product from a mechanical behaviour point of 
view, without any consideration about the numerical method and software tool to 
be used for computation. 
The Result contains all data provided by the calculation tools sufficient and 
necessary for the analyst interpretation. 
The Conclusion is made of two parts. The first one includes an estimation of the 
computation results credibility. The analyst has first to put trust in the simulation 
Cycle. The second part consists in interpreting the Result and drawing 
meaningful conclusion for the designer. 
Finally, several attributes aim at describing and structuring more precisely the 

contents of each step. However, it is to be noticed that the Steps still remain semi­
structured entities, preventing from excessive locking of the simulation process. 

2.2. Links between entities 

Links are necessary to represent progress and consistency of the simulation process. 
They occur at each of the four levels of the conceptual model. Two kind of links 
may be distinguished: Temporal links and direct Dependency links. 

Temporal links express the approach of constructing the simulation process. 
They also represent the logical connection in the definition of Steps attributes, Steps 
themselves, Cycles, or ways between Project and Instructional Cases. This kind of 
link is of great interest for tracking and capitalising the computational mechanics 
process. In fact, it allows capturing and preserving a process for solving problems at 
a more or less global level, depending on the considered detail level. 

Direct Dependency links have their advantage in the maintainability of the 
simulation process when engineering changes occur. Following the modification of 
an entity (functional requirement, geometrical data, computational mode, etc.), they 
allow to track the other entities open to be affected by the modification. The 
decision of propagating modification remains in the users responsibility. So, these 
dependency links are a kind of support to prevent simulation process from 
consistency loss, all along the design evolution. Figure I shows an example of the 
project "sample" viewed throughout the presented conceptual model. This small 
project consists in two analysis cycles. 
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3. USER GUIDE OF THE METHODOLOGY 

The previously described conceptual model has been implemented in a software tool 
named SG3C (in French "Systeme de Gestion des Connaissances Calcul en 
Conception"). This tool can be viewed as a support for the presented working 
methodology. Some principles for implementing and using the tool and the 
methodology in a design process will be now explained. An example of a design 
situation involving computational mechanics activity is used to illustrate the subject. 

The example describes the design progress of an industrial system : an hydraulic 
press for stamping of small mechanical parts. The list of functional and technical 
requirements has been drawn up in order to guide the designer who has to carry out 
the study. The evolution of the design process has led to a first solution for a part of 
the frame of the press: the supporting beam (see figure 2). 

Figure 2. First CAD model of the supporting beam. 

The designer has now to check if its solution fits the technical requirements, and 
more particularly those concerning the rigidity of the device. The conceptual model 
previously described will help him to achieve this task. Starting with the existing 
Design Model (CAD model of the beam, technical requirements, materials 
definition, ... ) the designer has first to define precisely a Simulation Goal for this 
problem. In this case, the Simulation Goal could be the following small text: "verify 
that the deflection of the beam is less than I mm under the maximum load due to the 
hydraulic device. The beam is supposed to be clamped to the frame of the press. 
High confidence in the calculation is required." 

From this point, the mechanical analysis process can be started. Using the data 
contained in the Design Model and in the Simulation Goal, mechanical assumptions 
can be made. For example, even if a good accuracy is required, a beam model can be 
adopted because of the geometry of the part, and considering that only a global 
result (displacement) has to be calculated. Some guidelines can be proposed to help 
the designer to achieve the modelisation tasks. The whole of the resulting 
mechanical assumptions constitute the Mechanical Model, as illustrated in figure 3. 

All is now defined for choosing a resolution method and a software tool adapted 
to the problem. Some additional parameters can be required to carry out the 
simulation of behaviour such as the finite element type, the discretisation level, ... ). 
The parameters can be adjusted according to the data contained in the Design 
Model, in the Simulation Goal and in the Mechanical Model. In the example no 
particular parameter is needed: this very simple mechanical problem can be solved 
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with basic tools, well adapted to the design office context. All the input data of the 
simulation software constitute de Simulation Model. Once the Result have been 
obtained, the designer can draw up his conclusion: "the calculation seems to be OK. 
Deflection of the only beam under maximum load exceeds the required total value 
of one millimeter. The supporting beam has to be rigidified". 

Elastic material: E=21 0000 Mpa 
Small displacements 
Other parts of the frame are very stiff 

! I000N 

200 200 
< )( 

3b 
) 

Figure 3. A Mechanical Model for the supporting beam. 

) 

This first part of the example shows that the decomposition and structuring of the 
calculation process into several well defined steps can be a helpful means of 
carrying out an efficient mechanical analysis in an industrial design context. Some 
other features of the presented conceptual model are introduced now in the 
continuation of the example. 

The designer choose to add ribs to the supporting beam in order to get a more 
rigid behaviour. This decision implies the definition of new design parameters such 
as a number of ribs, a location and an orientation for each of them. The designer can 
connect to the SG3C software system in order to get some help for defining the 
design parameters values. SG3C database contains a description of the different 
processes of analysis previously carried out by the designers and mechanical 
engineers of the company. These processes are easy to understand as they are 
structured in several cycles, described themselves as a succession of the six basic 
steps presented in the conceptual model. The user can access to any step of any 
cycle by the way of requests based on a few keywords. 

In the case of the press, the keywords lead the designer to the conclusion of a 
previous calculation which aimed at determining the optimum orientation of a rib in 
order to increase the flexural stiffness of a U-sectional beam by means of a 
sensitivity analysis. This previous calculation was identified as an Instructional Case 
because of a certain level of generic knowledge. The Instructional Case is 
considered to be close enough to the designer own problem, so the conclusion can 
be directly reused for the supporting beam design. It is to be noticed that in some 
situations the previous models could be partially reused to get new results for the rib 
orientation problem. Modifications of these old models are intended to make them 
fit the new problem. Finally, in other situations only the way in which the old 
problem was approached (i.e. sensitivity analysis on a basic structure geometry) 
could be interesting to reuse. 

Helped by the Instructional Case, the designer now defines a new solution for the 
supporting beam and needs to check it again. But the new geometry gives rise to 
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some modelisation problems and the designer is not skilled to achieve this task. So 
he decides to get some help from a specialist in mechanical analysis and contacts an 
engineer at the calculation office of the company. 

In their discussion, they define together the new Simulation Goal which can be 
nearly the same as the first one. Only the parameters which characterise the context 
of analysis might have changed. Indeed, some time has gone by since the first cycle 
of the process and the forthcoming analysis cycle has to be carried out within two 
days. It's now the tum of the engineer to connect to the SG3C software system and 
to consult the same Instructional Case the designer did. The specialist wants to find 
out some useful information for the model definition. Once the Mechanical Model 
and the Simulation Model have been defmed, the Result is obtained. 

As it was done for the Simulation Goal, the Conclusion is drawn up in co­
operation between the designer and the calculation specialist to ensure the efficiency 
of the analysis process : with this new design, the deflection of the beam is less than 
the required limit. So, the design process of the hydraulic press can be continued. 

This second part of the example explained how the conceptual model and the 
SG3C tool can support a co-operative process between a designer and a calculation 
engineer. It was also pointed out that SG3C can be a useful tool for solving 
modelisation problems or design problems by means of the Instructional Cases 
stored in the database. 

During their work, the designer and the calculation engineer have defined several 
steps described below. These steps can be stored in the SG3C system database so 
that the related information can become available for all design actors of the 
company. Some other features are also available such as the possibility to get an 
automated simulation report, which is possible when all necessary data are available 
from the database. This feature also contributes to have a defined level of 
standardisation and document structuring at the company level. 

4. CONCLUSIONS 

Nowadays, some commercial software try to give solutions to the crucial problem of 
integrating calculation in the design process. Unfortunately, the proposed integration 
level is dramatically low. Only a few well formalised data such as geometry or some 
material descriptions could be concerned by a process reduced to a more or less 
automated data transfer operation. 
This integration problem is of socio-technical order and appears to be very complex. 
The arising difficulties also concern working methodologies, organisational 
dynamics, education and training. Moreover, they are beyond the analysis area and 
should probably concern the whole of the design actors. So, the solution cannot only 
be a software tool. 
The presented work was initiated from this point of view and consists in a first 
contribution to the addressed problem. A structuring of the analysis process into six 
well defined steps has been proposed in order to provide guidelines to the analysts 
and to make a capitalisation of this process possible. Among the six steps, the 
Design Model is the responsibility of the designer, while the Mechanical Model, the 
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Simulation Model and the Result are the responsibility of the analyst. The 
Simulation Goal and the Conclusion are particular steps as they have to be defined 
by both the designer and the analyst in a co-operative way. 
To complete the structuring, some links have been defined in order to catch the logic 
of the analysis process and to prevent from consistency loss. 
The methodology is supported by a software tool whose database is used to store all 
the processes of analysis at the company level. Some of them, more generic, gain the 
status of Instructional Case. An automated calculation report is also available from 
the software. 
All this framework makes possible some important features for the design project 
such as tracking of the processes, guidelines for non specialists and also for 
specialists in case of complex situations, some means of knowledge management, 
and reusing capabilities of results, models or resolution processes. 
In the forthcoming months, this work will be implemented in the design offices of a 
company. Based on an analysis of the methodology and supporting tool in use, some 
very interesting conclusions are expected. 
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REPRESENTATION OF DESIGN ACTIVITIES USING 
NEURAL NETWORKS: 

Application to fuzzy dimensioning 

Abstract: This paper deals with the problem of product mechanical design within the framework of 
integrated design. It proposes a technique based on the fuzzy logic approach. The design process is 
divided in several sub-problems (professions or points of view : Pov). Fuzzy approach allows the 
comparison of the PoV to each other and the final solution emerges through a global compromise. This 
approach allows the design process to be distributed in parallel tasks. The neural network (NN) tool is 
used in order to encapsulate data and the analysis of each design PoV. So it allows a flexible decision 
making in design process. Numerical advantage of this approach is discussed. 

1. INTRODUCTION 

Decision making during the conceptual design stage has a significant influence on 
factors such as cost, performances, reliability, safety and environmental impact of a 
product. However, knowledge of all the design requirements and constraints during 
this early phase of product life cycle is usually imprecise, approximate or unknown 
[I]. In this paper, the complex problem of mechanical design is solved using the 
fuzzy logic approach, especially during the dimensioning phase. 
Several authors study the mechanical design problems. Pahl et at proposed a 
sequential approach [2]. Wooldridge used the multi-agent method [3]. Other works 
tempted to solve this problem by using the fuzzy logic approach ([4-7]). 
The fuzzy logic methods take into account the vague and imprecise nature that often 
arises during the specifications stage as well as in the data choice, system boundaries 
choice, unsatisfactory formulation of design objectives and constraints, and the 
relative importance of the points of view. We use also neural networks (NN) to learn 
and represent the complex data input-output mappings of each PoV. NN has been 
found to be useful in performing nontrivial mapping function [8]. 
This paper is organized as the follows. First, the fuzzy logic and neural network 
methods are presented. An industrial application corresponding to the study of an 
aeronautic cladding system is presented. 

2. FUZZY LOGIC OPTIMIZATION METHOD 

The fuzzy logic approach has been introduced by Zadeh in 1965 [9]. Since that time, 
several authors contributed to the improvement of this concept, with theoretical 
contributions as well as with applications [4-7]. Feraille and Chedmail [6] proposed 
a parallel process to solve conflicts in design process. This model is described in 
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Figure 1. Every Po V formulates the problem in terms of optimization of objective 
function subjected to constraints. Hence, this problem is fuzzified and an 
aggregation of the results of the whole Po V is performed. The crisp design problem 
P, corresponding to a given PoV is formulated as the following: 

min. F(x) 
subject to the constraints: G(x)s 0, (1) 

where x is the design variables vector. G(x) is the vector of constraints defining the 
admissible domain, Gi is the ith component of G(x). F is the criterion function. 

Figure I. Parallel design process from [6]. 

The transformation of the crisp problem P in a fuzzy one P is achieved in two 
stages, namely "Fuzzy action" and "aggregation". 

2.1. Fuzzy action 

The first stage consists in fuzzifying the criterion and the constraints. A membership 
function IlF(F) chosen beforehand is associated to the criterion function F. This 
membership function is described with a continuous range of values between zero 
and one, according to the degree of satisfaction that one assigns to every value of F 
independently of x. Knowing IlF(F), it is possible to calculate for every value of x, 
the corresponding value of IlF(F(x)) and therefore to get 11 according to x. This 
function will be denoted IlF(X). We apply the same procedure for every constraint Gi 
From /lGi(Gi), we calculate /lGi(X). The fuzzy constraints is defined as follows: 

__ -+-1t;: 
o .1 

G : \1xEIR and G(X)E IR--7/lG(x)E [0;1] 

{
I Gj(x) s 0 

/lGj(x)= (.1r Gj(x))/.1j O<Gj(x)<.1j (2) 
o Gj(x) ~.1j 

g 

Figure 2 : Satisfaction function of g. 

The coefficient ~ allows the relaxation of the definition domain of /lGix) (Figure 2). 
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d is not the same for all the constraints and its value may be chosen by the designer. 
In order to approximate faithfully the behavior of the satisfaction function, a strategy 
of sampling points is necessary. This set of points needs to be as full as possible. 
Indeed, upper and lower values of each design variable have to be defined. 
Assuming that x = (x" X2, ... , xn) represents the design variables vector and Xi the ilh 

component of x. n is the number of design variables involved in the studied point of 
view. We assume that Xi is a particular value of x, sampled between XLow and xupp: 

where: Xi =(x;, X~, ... , X~), XLow = (Xlow" Xlow2, ... , Xlown), xupp = (Xupp " Xupp2, ... , xupp.n) 
The set X of all the sampled points in the domain (XLow, xupp) is defined as the 
following: X= {x I, X2, "', xr} in Rr = Rpl X RP2 X .. , X Rpn where pk is the number of 
components of the design variable Xk; and r = pI x p2 x ... x pn. For each value x\ 
and for each constraints G, we have to calculate G(Xi) and then I .. ldxi). Let's assume 
that the global problem of mechanical design is divided in v sub-problems or point 
of view. When it is necessary, the index j (or J) will be added to each one of the 
parameters above, it designates the point of view number j= 1,00', v. For example XJ 
= {xJ I, xJ 2, "', XJ r}. We observe that this calculation process is time and memory 
consuming especially when nand r increase. This problem can be resolved by using 
Neural Network (NN). We apply the same method to the fuzzy action of criterion 
function. The membership function for the criterion is defined as : 

F: 'lixER, F(x)ER~IlF(x)E[O;I] that: 

{ 

0 for F> Fmax 

Fmax_F min max 
IlF(X) = Fmax _ FmIn for F <F< F 

I F<FmIn 

(3) 

R represents the real domain, with Fmax = F(Xmax) and Fmin = F(Xmin). Xmax 

respectively Xmin represents the vector of values of the design variables that 
maximizes, respectively minimizes, F(x) subjected to the constraints. The research 
of Xmax and Xmin is done in a relaxed domain D'. Figure 3 depicts a comparative 
analysis of membership functions of criterion [4-6]. Regarding the other methods, 
ours permits to find solutions with independence between all the points of view [10]. 

I'Fex) 

r.r.· F •• _ 

.. ,. ,. ...... -
f ) JI: , ..... _ 

F(X) 

Fig. 3: Comparison of the sati!Jactioll criterion. 
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2.2. Aggregation 

The second stage consists in aggregating all the membership functions 

corresponding to the criterion and the constraints. The result of the fuzzy problem P 
is gotten by associating a new aggregation criterion, <p, chosen beforehand: 

(4) 

llF and /lGi are function of x. IIp(x) is the satisfaction function for the Po V P. The 
aggregation of all the points of view, can be described by the following equation: 

(5) 

It is achieved with a function \If that represents the ability of every Po V to globally 
satisfy the problem. Methods of aggregation are generally distinguished by the 
choice of \jI and <po In our approach, we use the same criterion for the two 
aggregation phases. Namely the "min" operator as proposed by Dubois in [10]. 
From (4) and (5) we obtain the following relations: 

llpVj(X) = min(IlF(x), /lGl(X),oo., /lGn(x» 
Ilglob(X) = min(IlPVI(x), llpv2(x), 00., llpvvCx» 

(6) 
(7) 

Relation (6) is evaluated for every particular value Xi. in X. We assume that, for a 
given point of view J, XJLow and xJupp are identical for the criterion and for all the 
constraints. Equation (7) is also evaluated for every Xl. of X. Numerically, this phase 
requires XLow and xupp to be identical for all points of view. Moreover, the set X must 
be the same for all points of view. In reality, these numerical constraints are not 
necessary in the parallel design approach. We propose to overcome these difficulties 
by using the neural network tools. 

3. NEURAL NETWORKS 

In the previous sections, techniques of calculation of the satisfaction function of 
each point of view (Po V), and the global satisfaction function have been presented. 
We also presented the aggregation process of all these points of view. For a given 
Po V P and for a given point Xi in the extended space of design variables, the 
previous method permits to calculate IIp(xJ Selecting n points in the design variable 
space gets the global satisfaction function and all the results. Theoretically the 
discretisation step (size) can be chosen according to the Po V and according to the 
extended interval size of each variable. In addition, the global aggregation did not 
require having the same discretisation step and therefore the same vector X for all 
points of views. It is necessary to develop a tool in order to encapsulate the 
intermediate calculations. We propose a method based on the Neural Networks 
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technique (NN). We use this heuristic tool in order to identify the satisfaction 
functions of every point of view. A net topology, node characteristics and training 
rules specify the NN model [11]. The goal of NN training is to produce a network 
which produces small errors on the training set, but which will also respond properly 
to novel inputs. The network generalises well if it is able to perform as well on novel 
inputs, as on training set inputs [11]. 
The NN of each point of view are performed at the end of the internal process 
analysis. For a given reference data and a given net topology, a bayesien learning 
technique is used to identify the efficient neurons [13]. At the training stage, we 
evaluate pj values of /-IAxJ;) (i=l, ... pj). Input vectors and the corresponding output 
vectors are used to train a network until it can approximate a function. The following 
input and output couples are used (xJ;, l-I;(xJ;)). The approximation of the satisfaction 
function is performed until the difference between the target output I-IJ(xJ;) and the 
network output I-IJN(xJ;) corresponding to XJ; is minimum. We minimize the average 
of the sum of these errors. 

(8) 

rJ = PJl x PJ2 x ... X PJn, rJ is the number of sampled point x in the point of view PVJ. 
Pli is the number of sampled values corresponding to the design variable XJ; of XJ. 
The obtained network NJ allows to estimate the value of the satisfaction function 
I-IJ(x) for any points x. These points don't necessarily belong to XJ. Furthermore, the 
network does not need to evaluate neither the intermediates value of the constraints 
nor the values of the criterion. We also observe that the size of the networks file is 
generally very small in comparison with the size of storage of the set X and the 
corresponding values of the satisfaction function. Hence the networks coefficients 
are memorized. The project manager receives the networks results NJ of every point 
of view Po V. Then, he can calculate the global satisfaction function at each point. 

I-INglobal(X) = min(I-IJN(x)) (J= 1, ... v) (9) 

By using neural network, it is not at all necessary to have the same set X for all 
points of views. Moreover, the chosen set, X, by the project manager may integrate 
supplementary information or constraints. 

4. DESIGN OF AN ACCESS TRAP DOOR IN AN AIRPLANE COCKPIT 

In this section, fuzzy approach is applied in the design phase. The industrial 
application consists in studying an aeronautic cladding system. It is composed of a 
door and a framework. This cladding system allows a manipulator to place a 
pressurized oxygen bottle in an aircraft cockpit. We distinguish two systems: the 
cladding system (S I) and a door (S2) as shown on figure 4. The cladding and the 



www.manaraa.com

32 F. BENNIS, P. CHEDMAIL, O. HELARY 

door are modeled with equivalent stiffened beams. L3 and IA are the dimensions of 
the trap door, el the thickness of beams and e2 the thickness of the door. 

82: Door's mode( S1: Cladding'$mode\ 

+' {,' - ~--- 2b 

L4 
L3 

Figure 4: Structural model a/the systems Sl. S2. 

Among many aspects, we study the geometric, structural and mass Po V of S I and 
S2. Four sub-problems corresponding to three different PoV (mass, structural and 
geometric) are used. A functional and structural analysis allows establishing the 
following 5 specification tasks: 
- a human operator must be able to put down in the cockpit a pressurized bottle. 
- The door must insure the tightness of the cockpit. 
- S1 and S2 elements must be light (aeronautic criterion). 
- The deformations of S 1 and S2 are limited. 
Table I gives all the parameters and variables used by each point of view. 

Table I: Design parameters 

dependent independent 
Points of view Parameters variables variables 
PVI : Sl/mass a, b, p el 
PV2: a,b,r LJ, L2 L), L. 
S IIgeometric 
PV3: a, b, E, V, f,cr LJ,L2 L), L., el 
S I/structure 
PV4 :S2/mass p L), 4, e2 

Dependent variables may be obtamed exphcItly from the mdependent variables. The 
hole dimensions are limited by three parameters a, b and r. 

Mass point of view for the system S I PV I : Figure 5 represents the membership 
function f...lPYl(el) corresponding to the mass PoV S1. Figure 6, depicts the output of 
the difference (f...lPYl(el)- f...lNPYl(el)). 

Geometric point of view for the system S I PV2 : Figure 7 depicts the 
membership function corresponding to the geometric Po V PV2 depending of the 
variables L3 and L4. The relative error is little than 0.01. 

Structural point of view for the system SI PV3: This PoV studies the 
deformation of the elements of the system S I. The chosen criterion consists in 
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minimizing the strain energy of the structure. We use the finite elements method to 
calculate the displacements of the structure defined by figure 4. The NN topology is 
defined as (3-10-8-1). The error is smaller than 0.03 . 

..... ~- ..... --____ .. _III 
n , 

'. ,et ... ,to' ,~ct Uri 

Figure 5: Mass PVIISI. Figure 6: Relative error for PVIISI. 

" , 

'.- '.-

Figure 7: Geometric PV2ISI. Figure 8: Structural PoV lSI (el = 6mm) 

Mass point of view for the system S2 PV 4 : This Po V leads to the minimisation 
of the mass of the door. This door insures the tightness of the cockpit. Figure 9 
depicts the best tendency that a candidate (L3, L4, e2) has to satisfy the mass Po V of 
the system S2. The error is smaller than 0.0 I . 

....,_ .,'.I'* ... _.,"O!.~ "" 

_-:.~ ~t 

'.- ' .~ '.-
Figure 9: Mass PoV S2 (e2= 22.8 mm) Figure 10 : Global membership function 
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Aggregating all Points of view: The global function of satisfaction ~glob gives the 
global performance according to the design variables. At this stage, the network 
results of all the Po V are gathered, and aggregated according to relation (9). Figure 
10 depicts the tendency of the global satisfaction function (el=IO mm, e2 =4.2mm). 

5. CONCLUSION 

The global design problem is broken down in several sub-problems corresponding to 
every Po V or tasks. Our process succeeds in fmding a solution domain with a global 
satisfaction of all the points of view. One can notice the ability of our approach to 
consider each aggregated satisfaction function as a macro point of view. It becomes 
a component of a new macro problem. We have proposed to solve this problem by 
using NN tools. Numerical results are obtained and compared to the sweep 
technique. 

F. BENNIS, P. CHEDMAIL, O. HELARY, IRCCyN - U.M.R. CNRS 6597, ECN, 1 
rue de la Noe, B.P. 92101 - 44321 Nantes Cedex 3 - France. 
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QUALITATIVE CONSTRAINTS IN INTEGRATED 
DESIGN 

Design support system in mechanical design 

Abstract: Designers use mechanical calculus and their technical knowledge to give, propose and validate 
technical choices. Product perception and design reasoning are modeled using graphs. The knowledge 
used is defmed through fuzzy-logic rules, qualitative analysis, analytical forms and reasoning is 
represented as a system of constraints. We give an example which aims at defIDing the technological 
choices of a lattice work of beams. 

1. INTRODUCTION 

Our objective is to lay the foundations of a mechanical design support system, from 
physical laws, expertise and know-how. In order to provide support for product 
design, we propose the concerted and simultaneous use of rules relating to: 
- physical laws, 
- design objectives, 
- the knowledge of the state of the art, 
- professional habits. 

A number of studies detail a similar problem. First, some methods make it possible, 
from a formalisation of product perception, to fmd again already validated solutions. 
They integrate an expertise linked to computational principles. Next, they will make 
it possible to characterise the problem and match validated solutions. Modeling may 
be based on: 
- a decomposition of the overall problem into substructures of local mechanical 

problems [1], 
- a structuring of the different points of view about the product, so as to [md again 

useful data -as regards mechanical behaviour [2]-, 
- the use of characteristics identifying a specific point of view of the product 

(computational features [3]). 
Moreover, related studies propose to use data bases to better direct computation and 
identify solutions, according to the behavioural objectives [4]. In all the methods 
proposed, only already validated design solution can be found again. 

35 
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Faltings (5] and Joskowicz [6] propose a particular formalism based on qualitative 
analytical principles integrating computational rules in the form of expertise. Sam 
(7] puts forward a different approach by only using mechanical analytical rules 
through a CSP method, and she obtains combinations of consistent values for 
product-characterising variables. 
At last, some articles propose to resort to fuzzy logics, so as to use computational 
expertise to determine local solutions [8]. 
We have developed a kind of formalism enabling us to provide solutions from a 
system in which there are both theoretical and empirical rules. 
The originality of our work lies in a double approach: 
- reasoning is modeled as constraints: we can thus exploit a set of rules of diverse 

natures and resolve an under-constrained problem to favour creativity, 
- knowledge is modeled through variables of very heterogeneous natures. We can 

then precisely characterise a viewpoint. 
This original aspect builds up through a particular design logic corresponding to an 
Inverted Integrated Design (IID) [9] approach. 

2. THE DESIGN APPROACH: AN INVERTED APPROACH 

In a conventional design approach (figure 1), actors have at their disposal their 
professional habits and their knowledge of the state of the art. They thus produce a 
priori existing elements which enable them to generate models and results. The latter 
are validated according to their level of cohesion with the objectives defined in the 
specifications. Invalidity requires backtracking, which causes the current 
ponderousness of design processes. Our vision, called Inverted Integrated Design 
process (IID), is a design methodology defined to avoid iterative cycles in design 
process. Initially, we have some professional habits, our knowledge of the state of 
the art and behavioural objectives. We do not use the objectives at the end of the 
process, but as properties which combine with related rules and allow us to 
determine the solutions. Then, the logic developed from an expression of the 
knowledge and the very objectives provides models associated with the results. 
Confrontation with the specifications is no longer necessary since the objectives turn 

out to be the foundations of designing (figure 1). 
IID puts forward the notion of integrated engineering. In particular, we introduce the 
notion of computation integration [10]. Computation intervenes as rules, at any 
moment in design, either to direct solutions (i.e., synthesis activity), or to avoid 
outlier evaluations: concepts are validated on line. Therefore, our approach differs 
from the conventional sequential [11] and iterative approach which requires a 
validation of all the concepts put forward, in particular using numerical 
computation. 
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First prelimi.nary design concept 

Professionnal habits 
State of art 

Reglementary texts 

Concept 1 ••• Concept n 

Numerical model 

Preliminary design solution 

CLassicaL Design Process 

First preliminary design coocert 

MOdlzotlon 
r----7j-ra-~-fa-tlo...,.n----, r----=r,-fat':"":":i-n---, 

Pltysltaliaws Oesi,.objteti ... 

Acc.ptable valu .. field. 

rocessor 

+ Solution 1 ••• Solution n 

+ Optimized preliminary design 
solution 

Inverted Integrated Design 

Figure 1. Inverted Integrated Design approach. in comparison with conventional approach. 

3. DIFFERENT KINDS OF KNOWLEDGE FOR ADAPTED MODELING 

People acting in the design process have a perception of the product. Some product­
related knowledge is taken up once again through variables. Each variable value is 
assigned or has to be instanciated. 
Problem-characterising variables may bear imposed values, relating to the functions 
defmed by the specifications or the industrial context. Otherwise, they are to be 
evaluated. But the initial perception of the product may be highly incomplete, and 
although some values be established, this establishment cannot be precise. 
Furthermore, providing solutions from a kind of knowledge which is -
incidentally- rather imprecised, requires proposing a certain flexibility, as for the 
technological solutions put forward. Therefore, we had to establish an adapted kind 
of modeling which would consider this imprecise aspect, regarding both the initial 
values and the values to be provided. 
In our modeling, four sorts of variables are considered: 
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- numerical-value variables: possible values for these variables are strict real values 
a (equation 1), 

aEJR (1) 

-linguistic-value variables: variables assume values a in discrete domains, in which 
each variable carries a linguistic notion (equation 2), 

a E {characterization1 , ••• , characterizationn } (2) 

- qualitative-value variable [12],[13]: this kind of modeling provides a certain 
flexibility at the level possible values. The values a assumed by a variable is a 
bounded numerical interval [14] (equation 3), 

a E Ua,b1 a E JR, bE JR, [a,b] c JR} (3) 

- fuzzy-value variables [15]: variables assume numerical values a associated to a 
level of membership J.lr to a variable-characterising linguistic notion T (equation 
4). 

{ 
aEJR 

a = /-iT (a) % of acceptability 

T ='characterization' 

(4) 

4. CONSTRAINTS OF HETEROGENEOUS NATURES FOR REASONING 
MODELING 

Variables are linked together by elementary algebraic rules called constraints. The 
set of constraints makes up global design reasoning. As a result, designing boils 
down to assigning values to variables -when unassigned-, while satisfying all the 
constraints. A constraint-based problem is any problem in which 
- a family of n variables V = {Vj, ... ,vn} assuming their values in n continuous or 

discrete domains Db ... ,Dn. 
- a set of p constraints C = {c j, . •• ,cp } that are continuous algebraic relations or 

discret relations specifying rules. 
Variables are linked together by constraints. The problem is said to be consistent if 
the variables Vj assume values aj which satisfy all the constraints. In order to 
determine consistent values, a constraint-satisfaction problem (CSP) is set up. 
Three kinds of constraints have to be distinguished: 
-computational constraints: a computational constraint is a (equality or inequality) 

continuous constraint, linking variables having values in continuous domains, or 
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mixed constraints linking variables having values in discrete or continuous 
domains. Computational constraints defme physical laws, 

- design constraints: a design constraints is a mixed constraint or a discrete 
constraint, when panel of technological element have to be declared. Design 
constraints determine industrial skill rules, reglementary texts and design 
objectives, 

- expertise constraints: an expertise constraint is a mixed constraint including a 
fuzzy value. An expertise constraint specifies the rules orientating value selection 
and possible value combinations. This kind of constraints boils down to a single 
constraint characterised by an objective function. The objective function defines 
the performance level of e design solution (equation 5). 

" V Fa = L.Jki -i- Fa E IR 
i V; 

( ) { 1- Fa if Fa E [0,1] 
Fa = Jlr Fa = ° if Fa E [_ oo,O]u [1,+00] (5) 

T =' per/ormant' 

Implicated variables Vi evaluate the level of performance of the product, for i 
viewpoints. These variables are compared to reference values Via' Since all the 
evaluation criteria cannot be equally important in design, we link an importance 
weight ki (L kj = 1) to each point of view. The values of point-of-view variables must 
be an evolution of the reference values. 
An evolution from reference values justifies that Fo :::; 1. Thanks to this condition, it 
is possible to assign values to the design parameters; the latter will then direct other­
variable assignment, through the network. 

5. OUR APPROACH: AN OVERALL LOGIC, FOR THE SPECIFICATIONS TO 
THE DESIGN SOLUTIONS 

Inverted Integrated Design approach includes a methodology that leads to the 
reasoning models necessary to search design solutions. This methodology is build 
through three steps: 
- First step of the logic: product perception: it consists in identifying product 

perception and related knowledge, 
- Second step of the logic: the second step of our approach aims at specifying 

constraints and their dependencies. First, industrial expressed rules are capitalized 
as constraints. In another hand, the translation of schedule of conditions leads to 
acceptable values fields specifications of several variables. Finally, we build the 
objective function. At this stage, an evaluation of materiality between the different 
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evaluation points of views is required. Weights are thus associated to each 
objective parameter of the design-evaluation vector. The objective function 
measures conceptual evolution, according to a reference case. In an optimisation 
phase, we take, as reference case, the best solution expected and given by 
engineers. We thus ensure once again to go forward in value assignment (the 
progression level is measured thanks to the objective function), 

- Third step of the logic: generation of design solutions; once the identified kinds of 
knowledge and reasoning have been established, we use a particular technique, 
namely a constraint-satisfaction technique to obtain the consistent solutions. These 
solutions correspond to combinations of values satisfying all the constraints, at 
possibly different priority levels. Solutions are assigned a degree of satisfaction 
which depends on fuzzy values and relative degrees of priority between 
constraints. 

6. THE CSP PROCESSOR 

We have a particular model-building a system that sets in situation equations of very 
heterogeneous natures --discrete or continuous natures- implicating variables of 
diverse values -fuzzy, qualitative, numerical, linguistic values. The resolution 
method we use consists in combinatory tests. It is called a constraint-satisfaction 
problem or CSP. The CSP technique, which enables us to determine solutions, meets 
Our expectations since both the use of very heterogeneous constraints and variables. 
Eventually, we obtain a set of solutions which correspond to combinations of values 
compatible between one another. Furthermore, solutions are provided with a level of 
satisfaction. We propose solutions in a flexible manner, thus giving free expression 
to creativity, as far as design is concerned: we only propose an orientation towards 
consistent values. This vision differs from numerical methods in the sense that not a 
single and unique value is proposed. 
This provides reasoning with a certain modularity: modifying, removing or adding 
rules is made easy. 

7. A SIMPLE APPLICATION: DESIGN OF A LATTICE OF BEAMS 

We design a lattice of beam. We want to determine the shapes and dimensions of the 
beams as well as their constituting materials, while limiting the overall mass of the 
product, and the displacement of node 3 (figure 2). 
As for the expertise criterion, we only used the overall mass M of the structure and 
the displacement U of node 3 (equation 6). We could have integrated other points of 
view such as realisation cost. The use of a catalogue of beams and cables directs the 
results. Two solutions have been found (table 1). 

U M 
F = k +(l-k)-

a 6.10-3 256 
(6) 
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revolute join reva/.lejoin 

Figure 2. The lattice of beams to design. 

Table 1. Solutionsfoundfor the design problem. 

The tension beam (element 2) has very small sections (cable or IPE80). They are the 
smallest sections of the selection available. It is possible to lighten the system by 
developing the catalogue with even smaller section elements. Regarding the 
compression beam (element 4), in both solutions, a similar solution is obtained: an 
IPE180 beam. In fact, the system has selected the smallest section to prevent 
buckling and plasticity: design constraints have thus played their part. 

8. CONCLUSION AND WAY AHEAD 

We have built a specific model of knowledge and reasoning in mechanical-product 
designing. Through our approach, which characterises the resolution of an inverse 
problem, we have integrated mechanical computation as well as expert rules and 
design constraints. Although the problem is under-constrained, constraint-based 
reasoning systems have allowed us to determine solutions, from rules and kinds of 
knowledge both of very heterogeneous natures. 
For our constraint-satisfaction problem, we resorted to the Conflex environment 
[16J. This environment only enables us to resolve static problems. We apply IID to 
pressure apparatus design [17], aeronautical systems design and snowboard design. 
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F. LIMA YEM, B. Y ANNOU 

HANDLING IMPRECISION IN PAIRWISE 
COMPARISON 

For better group decisions in weighting 

Abstract. The present paper describes an original contribution to handling imprecision in multi-criteria 
group decision making. Based on Monte Carlo simulation, this approach allows the generalization of any 
deterministic pairwise comparison method. Furthermore, it extends the practical interest of the pairwise 
comparison concept to a wider variety of inputs. For instance, it can provide a useful aid in concurrent 
engineering. 

INTRODUCTION 

Most of the multi-criteria decision making approaches consist in ranking or 
weighting a set of n alternatives with regards to a set of m criteria. Among the 
existing methods, the pairwise comparison approach considers a single criterion (for 
the comparison) and proceeds by comparing each pair of alternatives in order to 
reduce the difficulty of the problem. In the context of priority theory, Saaty 
generalized the basic approach (limited to one criterion) to a set of m criteria in a 
two step method. First, the m criteria are weighted according to a principal 
objective. Then, the n alternatives are weighted according to each criteria. This 
procedure leads to global alternative weights. Furthermore, in decision making 
problems, imprecision is usually a key element. It can arise from different causes 
such as uncertainty, incomplete knowledge or choice subjectivity. The concurrent 
engineering environment is typically representative of such a situation since 
different decision makers (with different skills and knowledge) are involved at 
different stages of the design process in order to handle different alternatives 
(strategic decision criteria, costs, customer preferences, gravity of event 
consequences and so on). 

The following work addresses the issue of imprecision assessment in multi­
criteria decision making environment via the pairwise comparison approach. After a 
brief recall of the essential concepts and a review of several contributions to the 
problem, the next section is dedicated to the presentation of a Monte Carlo 
simulation approach. In section 4, a numerical example and comments illustrate the 
performances of the Monte Carlo Pairwise Comparison algorithm. Eventually, in the 
conclusion, future research perspectives and industrial engineering design utilities 
are presented. 
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2 BACKGROUND 

In the following paragraphs, a brief presentation of two deterministic 
approaches, respectively based on eigen value analysis and logarithmic least squares 
regression, is followed by a critical review of several generalizations in order to 
handle imprecision. 

2.1 Deterministi/ pairwise comparison approaches 

When applied to a set of n alternatives {al , .. an} with respect to a single criterion, 
the basic pairwise comparison approach requires n2 weight ratios estimation, as 
shown in figure 1. Furthermore, if the symmetric comparisons are inverse of each 
other (Cij'Cji= 1; i,j=l..n), only n(n-1)12 pairwise comparisons are required and the 
pairwise comparison matrix is called reciprocal. 

a1 a2 an 

al cJJ c l2 C In 
w 

a2 Cn Cn C2n , where cij ",,_i 

w 
j 

an cnI cn2 cnn 

Figure 1. Pairwise comparison matrix. 

In order to compute the weight of each alternative it is necessary to consider the 
consistency of the pairwise comparison matrix. A comparison matrix is called 
consistent if the transitivity condition Cik'Ckj= Cij is verified for iJ,k = 1, .. n. 

2.1.1 Approach based on eigen value analysis 
When the pairwise comparison matrix is reciprocal, the maximal eigen value is 

real positive and the corresponding eigen vector has real positive components. 
Saaty's approach [6] computes the weights vector as the eigen vector associated to 
the maximal eigen value Amax. 

2.1.2 Approach based on logarithmic least squares regression 
The previous method requires exactly one comparison per pair of elements. In 

the case of multiple decision makers or missing data in the pairwise comparison 
matrix, De Graan [4] and Lootsma [5] propose an approach based on logarithmic 
least squares regression that leads to a weight vector estimation, unless the missing 
data result in a non resolvable system of equations. In their contribution, they 
assume the non empty symmetric comparisons to be inverse of each other. 

1 In this chapter, a "deterministic pairwise comparison method/algorithm" is a 
method that does not handle imprecision. 
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Let Cijl" i=l, .. n; j=i+l .. n; k=l, .. dij, represent the comparison of the kth decision 
maker on the pair of alternatives (i,j). The logarithmic transformation is useful to set 
a linear relation between the comparisons ( Cijk '" Wi / W j ) and the corresponding 

weights. 
Minimizing the regression function, in the least squares sense (Euclidean norm), 

leads to the normal equations described in equation 1. 

n n n dlj 

8iL.dij-L.dij8j=L.L.ln(Cijk)' i=1, .. nwhere8 t =ln(wt ), t=l, .. n. (1) 
j#i j#i 

These normal equations are linearly dependent, since the weights can be 
determined up to a multiplicative factor. To eliminate this linear dependency, one 
weight is set to an arbitrary value (extra condition). Then the resulting weights are 
normalized, in order to add up to one. In the case of missing comparisons, this 
estimation remains possible as long as the normal equations system rank equals n-l. 
This condition is equivalent to the following: each alternative is involved in at least 
one comparison and no disjoint (in the transitivity sense) sets of comparisons can be 
identified. 

For exactly one opinion (decision maker) per binary comparison, the resulting 
solution is equivalent to a normalized geometric mean (see equation 2). 

( ]

lIn 
~ n 

wi = -n-' -, i = l, .. n; where ri == I1 cij 

'" j=1 L.J ri 
i=1 (2) 

2.2 Handling of imprecision in pairwise comparison approaches 

Van Laarhoven and Pedrycz [7], presented a fuzzy extension of the logarithmic 
least squares approach of De Graan and Lootsma by considering each comparison as 
a triangular fuzzy number Cijk . 

The triangular membership function (see figure 2) assigns to each comparison 
value a membership degree that ranges in [0,1] and expresses a qualitative scale of 
"precision". The membership function is defined by three points: a lower value 
(Cijkl), a modal value (Cijkm) and an upper value (Cijku). 

:tIf\: 
: : : ~ Cijk 

C;a·, Ciikm Cijku 

Figure 2. Triangular fuzzy number. 
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The corresponding least squares logarithmic regression function (to minimize) is 
presented in equation 3. 

[
1n(Cijkl) -In(wil) + In(w ju) ~ 1 t. J~' ~ +~n(cij,," l ~ In(w .. l+ln(w jmlf 

+ 1n(CijkU) In(wiu ) + In(w jl) ~ 

(3) 

The normal equations derived from triangular fuzzy algebraic operations are 
given by equation 4. 

n n n dij 

()ilLdij - Ldi.J8ju = L Lln(Cijkl)' i = l, .. m 
j>l-i j>l-i j>l-i k=1 

n n n dij 

()imLdij- Ldij()jm = LLln(cijkm)' i=l, .. m (4) 

n n n d;j 

()iuLdij - Ldij()jl = LLln(cijku), i=l, .. m 
j>l-i j>l-i j*i k=1 

Boender et al. [ 1] proved that the normalization procedure used by Van 
Laarhoven and Pedrycz produces a loss of optimality and propose the procedure 
given by equation 5. 

exp(Bi/ ) 

( ]

1/2 

~eXP(Bj/)' ~eXp(Bju) 
exp(Bim ) 

n 

L.exp(Bjm ) 

j=1 

exp(Biu ) 

i = I, .. n 
(5) 

In spite of this correction, the normalized values can violate the condition "lower 
value ~ modal value ~ upper value". This drawback is avoided by Buckley's 
contribution [2], which requires an analytical expression of the resulting weights. 
For example, when applied to equation 2 (exactly one opinion per binary 
comparison), his method generalizes the variables of the right part of the equation to 
trapezoidal fuzzy numbers. The corresponding left part terms (weight) are derived 
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from fuzzy algebraic operators application. This approach was subject to criticism 
since the resulting weights were less accurate than those given by the extended 
logarithmic regression approach. 

From the perspective of handling imprecision it does not seem obvious that 
providing the sharpest weights is the best way of answering the question, even if this 
allows for a better discrimination of the criteria. Actually, intrinsically different 
inference mechanisms can be used to map from the input to the output imprecision, 
for instance the "fuzzy regression" inference used by Boender et al. versus the fuzzy 
max-min extension principle used by Buckley. When two different mechanisms are 
compared it is important to consider the specificity of each before comparing the 
results. 

In the following section, a probabilistic inference mechanism is presented. 

3 THE MONTE CARLO PAIRWISE COMPARISON 

From a probabilistic viewpoint, handling imprecision is expressed in terms of 
uncertainty and differs from the concept of membership degree used in the theory of 
fuzzy sets. Actually, it seems more difficult to express or interpret imprecision in 
terms of likelihood than in terms of fuzziness. For instance it is easier to say that a 
given comparison value has a "precision" membership degree of 0.5 than to estimate 
its frequency of occurrence relatively to all the possible comparison values. In order 
to enhance the interpretability of both input and output values, in a probabilistic 
approach, Wood et al. [8] propose a reversible mapping from a [0, I] scaled function 
to a probability density function. This transformation affects the representation of 
both input and output variables but not the inference mechanism which remains 
probabilistic. 

3.1 Relevance of the Monte Carlo method 

By considering each pairwise comparison as a random variable defined by its 
probability density function (pdf), it is possible to sample a set of input values (one 
from each comparison) and map to a set of output values (one for each alternative 
weight) by any deterministic pairwise comparison approach. This is the main idea 
underlying the use of a statistical approach. The conventional (analytical) 
assessment of such multi-dimensional integrals is computationally expensive, 
moreover it is restricted to specific classes of functions (sufficiently smooth). The 
Monte Carlo methods involve statistical process to solve various problems of 
computational mathematics. It is particularly efficient in estimating multi­
dimensional integrals [3]. 

As detailed in the literature review, the extension of pairwise comparison 
approaches to handle imprecision is mainly based on the theory of fuzzy sets and 
limited to a generalization of the logarithmic least squares approach, as well as those 
which allow an explicit analytical expression of the solution. In the following 
paragraphs, a Monte Carlo based approach is proposed to extend any deterministic 
pairwise comparison. 



www.manaraa.com

48 HANDLING IMPRECISION IN PAIRWISE COMPARISON 

3.2 Monte Carlo statistical process 

The pairwise comparisons Cijlo i=l, .. n; j= 1, .. n; k=l, .. dij, are considered as 
random variables (represented by a lower case letter), with possible missing or 
multiple data (variable number of opinions per pairwise comparison) and even non 
reciprocal comparison matrix. 

The basic statistical process consists in sampling a value Cijk (represented by a 
capital letter) from each available comparison Cijk and mapping, by any appropriate 
deterministic pairwise comparison approach, to the resulting set of weights {Wi> 
i=l, .. n} on the corresponding random variables {Wi, i=l, .. n}. After N iterations, a 
distribution of N points is obtained for each weight Wi. The corresponding 
probability density function (pdf) can be approximated by a frequency distribution. 

The plausibility (probability) p of a given range [Wi' Wi ] on the weight Wi is 
I 2 

expressed as the ratio of the corresponding area under the pdf (limited by 
[Wi' Wi J) to the overall area under the pdf. In order to estimate p, let "A" be the 

I 2 

following event: "the value Wi, resulting from the statistical process, falls in the 
interval [Wi' Wi ] ". Among the N iterations, the occurrence frequency of event "A" 

I 2 

is a random variable whose mathematical expectation equals p. The Monte Carlo 
approach provides a satisfactory approximation (in a reasonable time) when the 
probability p is not too small. In order to achieve a maximal relative error of r while 
estimating p, the required number of iterations is given by equation 6. 

3.3 MCPC algorithm 

3.3.1 Global description 

N '" 9(1- p) 
pr2 

(6) 

The Monte Carlo Pairwise Comparison algorithm applies to any deterministic 

pairwise comparison approach with a convergence order of 1/.fN , for N iterations. 
Inputs: 

Pairwise comparisons defined by their pdf. If the comparison matrix is 
reciprocal only n(n-1)/2 comparisons are required. 

Monte Carlo sampling parameters: rand p. 
Outputs: 

Alternative weights defined by their approximated pdf. 
Most plausible weight value of each alternative, associated to an 

estimation of the absolute error. 
Overall consistency estimator. 
Most inconsistent comparisons and the corresponding way of change 

(decrease/increase) in order to improve the overall consistency. 
The Monte Carlo Pairwise Comparison algorithm consists in 4 steps : 

1. random generation of N comparison matrices, 
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2. computation of the resulting N component weight vectors, 
3. pdf approximation and smoothing of weight, 
4. consistency analysis. 

The first two steps are respectively illustrated in sections (3.2) and (2.1). Step 4 
is not detailed in this chapter, while step 3 is briefly described in the following. 

3.3.2 pdf approximation and smoothing of weight 
The pdf approximation and smoothing of the weight is achieved by a kind of 

moving average. Within the set of N values obtained for a given alternative weight, 
let a window represent a subset of consecutive weight values corresponding to a 
certain density. Each point of the approximated pdf curve, defined by its x and y 
coordinates, is representative of a window whose density equals p (the Monte Carlo 
estimated probability). The x-coordinate of a point on the estimated pdf curve is 
computed as the average weight in the corresponding window (with relatively great 
accuracy according to the Central Limit Theorem). The y-coordinate is computed as 
the ratio of the density (P) of the corresponding window to the window width. The 
resulting value represents the window average ordinate. This measure is given with 
a maximal relative error of r (the Monte Carlo relative error). For a tight enough 
window and a smooth enough pdf portion, the computed y-coordinate is a 
satisfactory/reliable estimate of the x-coordinate pdf image. 

For given parameters p and r, equation 6 helps in estimating the required weight 
sample size N. 

The modal weight value estimation (most plausible value) is exposed to two 
main error types: the relative error r on the y-coordinate and the absolute error on 
the x-coordinate. The absolute error is dominated by half the corresponding window 
width if no other maximums exist within the same window, which is usually the 
case for sufficiently small p values. This assumption holds for any p if the 
comparison pdf accepts only one maximum (i.e. triangular comparison pdf). Low y­
coordinate points are estimated with less accuracy than high ones. Indeed, for a 
given p, the corresponding window is larger than that of the modal value, which 
leads to low accuracy estimation for the reasons mentioned above. Hence, the 
extremities of the weight distribution, corresponding to the null y-coordinate, cannot 
be estimated. The same problem occurs for a wide weight distribution since a given 
p corresponds to a larger window than that of a narrow distribution. Consequently, a 
given accuracy level is more time consuming for low y-coordinates or wide 
distributions. This can be considered as the main limitation of such an approach. 

4 NUMERICAL RESULTS 

For the MCPC approach, the results presented in this section correspond to a 
maximal relative error (r) of 5% and different values of the Monte Carlo estimated 
probability (P). 

The computations were performed on a Pentium III PC with a double 350 Mhz 
processor. For 1000 sampling on one comparison pdf, the required computational 
time is about 2 cpu seconds. This value is not steady. It slowly increases as a 
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function of the sample size N. Still, this value is over estimated and can be decreased 
with a better optimization of the algorithm computational time. 

4.1 Comparison with existing methods 

First, the Monte Carlo pairwise comparison is tested on an example from the 
literature, published by Boender et al. [1] in the context of ranking three candidates 
for a professorship in operations research. The procedure involves both multiple 
decision makers and triangular imprecision handling functions. Only one 
comparison matrix (out of four in the original problem), respectively related to the 
criteria "Mathematical creativity" (see figure 3) is considered in this section. 

Q, Q, Q 3 

Q, (1,1,1 ) 
(~,1,%-) (~,1,%-) 
(~,I,%-) 212 

(5'2'3") 

(~'I'%-) 
(1,1,1) 

212 
Q, 

(~,1,%-) (5'2'3") 

(~I ~) 
(~ 2,2.-) QJ 

3 ' , 2 
(1,1,1) 

(~ 2 2.-) 2' 2 
2' , 2 

Figure 3. "Mathematical creativity" comparison matrix. 

The MCPC extension of the deterministic Logarithmic Least Squares approach 
(MCLLS) is compared to the fuzzy logic based extension proposed by Boender et al. 
(BLLS). The results are detailed in table 1. The Monte Carlo algorithm provides a 
sound estimation of the weights imprecision. Its results are inherently less accurate 
and computationally more expensive than those of the approach based on the fuzzy 
sets theory. Nevertheless, acceptable accuracy levels can be attained within a 
reasonable time on the modal value. The weight distribution extremities have very 
low accuracy (as discussed in 3.3.2). The differences observed on the modal weight 
values, between the approach based on "fuzzy regression" and that based on 
"probabilistic regression", arise from the conceptual differences underlying both 
inference mechanisms. Similar differences can be observed between the 
probabilistic inference and the fuzzy max-min extension principle, as explained by 
Wood et al. [8]. 

The next example illustrates the robustness of the probabilistic approach for its 
ability to handle a wide variety of inputs. None of the methods described in the 
literature review can deal with such an example, though it is inspired from a realistic 
decision making context. 
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4.2 Experimentation of an original comparison matrix 

The second example involves a comparison matrix with 
missing data and histogram imprecision representation. Such inputs can easily be 
obtained in practice from Group decision making methods, such as the DELPHI 
approach. The computation corresponds to a maximal relative error (r) of 5% and a 
Monte Carlo estimated probability (P) of 10%. The comparison matrix is presented 
in figure 5 while the resulting weights and consistency analysis are illustrated in 
figure 6. Both figures are captures of an existing MCPC tool developed on 
MATLAB® 5.3. 

Table 1. Comparison with existing methods. 

MCLLS (r=5%,p=20%) MCLLS (r=5%,p=IO%) BLLS 
al (24.05, 30.15±0.53 , 39.40) (23 .53 , 30.1O±0.29 • 39.93) (22.87.28.91 .36.97) 
a2 (21.78, 26.90±O.40, 34.62) (21.51, 26.86±0.23. 33 .99) (22.70.26.51 • 31.58) 
a3 (31.77, 42.66± 0.66, 50.01) (32.40, 42.71±0.37 , 50.03) (40.16.44.58,48.10) 
time 202 cpu seconds 539 cpu seconds 0.016 cpu seconds 
N 16000 32000 

Figure 4. Original comparison matrix. 

5 CONCLUSION 

The MCPC algorithm presented in this paper allows the weighting of a set of 
alternatives in a multi-criteria decision making context. 

The algorithm is suitable to easily extend any existing deterministic pairwise 
comparison approach in order to handle imprecision from a probabilistic inference 
angle. Compared to existing methods it can handle a wider variety of inputs. 
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Furthermore, it offers simple but interesting interactive utilities that help in 
reducing inconsistency, in group decision making, by pointing to the most 
inconsistent comparisons. Such utilities can be very useful in team oriented 
engineering design (i.e. concurrent engineering, value analysis). 

A more general application of the Monte Carlo approach, to handle imprecision 
in engineering design is currently studied. The approach extends some aspects of 
Value Analysis in order to assess the adequacy between needs and design 
alternatives since the earliest stages of the design process [9]. 

WeIghts plot 

~~I----~~~~~~~ 

Ir-----~~~~--~ 

OS 

consIstency 
30.36 

completeness 
87.5 

Figure 5. Outputs of the example "experimentation of an original comparison matrix". 
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J.Y. DANTAN, F. THIEBAUT, A. BALLU, P. BOURDET 

FUNCTIONAL AND MANUFACTURING 
SPECIFICA TIONS 

Part 1: Geometrical expression by Gauge with Internal Mobilities 

Abstract: During all steps of product life cycle, especially at the design level and manufacturing level, a 
coherent model for functional geometry of the product is required. The inherent imperfections of 
manufactunng processes involve a geometrical deterioration of functional geometry of the product, and 
therefore of Its quality. 
TIllS paper Introduces a model by Gauge with Internal Mobilities that allows representing 

the ,wnliard geometrical specifications ofa part. 
the lllanufactunng process capabilities. 

Thc approach by Gauge With Internal Mobilities establishes the domain of acceptable vanatllll1S of the 
non-Ideal geometry, start1J1g li'om two concepts: 

the interface gauge / part defining the relative position between the Ideal features of the gauge and 
the non ideal features of the part, 
the gauge structure modeling the environment of the part. 

The main interest of this approach is that the same description model is proposed for both the standard 
geometrical specifications and the manufacturing process capabilities. In the companion paper, the 
validation of the process plan is proposed, the validation method consists in comparing the manufacturing 
capabilities to the standard geometrical specifications. 

1. INTRODUCTION 

In this paper, we introduce a model allowing the geometrical specification 
representation and the manufacturing process representation with the same 
specification model: the Gauge with Internal Mobilities (G.I.M.). 
In the toIerancing community, many ways have been presented to describe 
geometrical specifications; they do not always permit the description of standard 
geometric specifications. 
Requicha introduced a new theory for geometrical tolerances based on offsetting the 
boundary of a nominal solid model. Srinivasan and layaraman showed that 
functIOnal geometrical specifications could be stated in terms of Virtual Boundary 
Requirement like virtual gauge. In 1997, Mathieu and Ballu presented a model of 
expression of geometrical specifications, and they showed the possibilities of their 
model of expression in the case of geometrical specifications with virtual gauge. 
Robinson presented the interest of gauges as regards assembly tolerancing. 
The issue is that these two complementary approaches do not usually use the same 
description tool to study the two points of view, and that involves difficulties to 
valid a process plan and even to know the capability of a machining process to 
realize right parts according to the geometrical specifications. In order to establish 
the comparison, the usual way consists in depreciating the two models used during 
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the design and manufacturing stages and to use one directional tolerance chains in 
order to validate the process plan. 
To contribute to the resolution of this issue, we propose a three dimensional model 
which uses G.I.M. to describe: 

the standard geometrical specifications 
the manufacturing process capabilities. 

We will define the semantics of the specification model by G.I.M .. 
In order to illustrate our approach, we will use the simple part presented in figure 1. 
The standard geometrical specifications are supposed to be known, then we will 
define the mathematical expression of these functional specifications. 

, 

0 7\ 
V 

I:; 2 x{b40H9 

I ~ O M 

0 X ; O,1- L- A 

N 
...J I 

Figure I: Definition drawil1g of a bearil1g 

In order to comply with the functional specifications, we define a process plan 
(figure 2). This process plan is constituted of two phases . During the first phase, the 
groove S.a is machined. The part is located using two perpendicular planes PL.e and 
PL.f. The two bores are realized during the second phase. The part is located using 
three perpendicular planes PL.a, PL.e and PL.g. 

.-. 0 

5.9-.l 
S.B 

Phase 20 Phase 30 
s.c 

o 
Ts.f 

5 .a 
S.e 

Figure 2: Process plal/. 

2. GEOMETRICAL SPECIFICATION BY G.I.M. 

In this paper, we propose a new concept of gauge allowing a geometrical 
specification, which give a better approach of the design intent. For that, two 
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concepts are introduced, the concept of interface gauge / part and the concept of 
internal mobilities. The following paragraphs present these two concepts. 

- Interface 
/ Gauge I Part r[J1 , ~ 

"" ' r Non ideal 
" surfaces 

'" 
1 __ =:J 

- Gauge structure 
Ideal fearores 

:: I Infer/lice glluge / parf 

A 

'-- S.a 

- PL.a 

Figure 3.' GJM. definition 

The interface gauge/part defines the relative position between the ideal features of 
the gauge and the non ideal features of the part. The mathematical expression of the 
interface gauge / part is defined by a whole of geometrical constraints on the 
parameters describing the position between non ideal features and ideal features of 
G.I.M .. We define three types of geometrical constraints for interface gauge/part : 
association, virtual boundary and tolerance zone. 

An association identifies one or more ideal surfaces of the gauge from one or 
more non-ideal surfaces of the part. An association depends on criteria which 
are function of the technological constraints. This criteria give an objective on a 
characteristic and can fix constraints. 
A virtual boundary constrains a non-ideal surface in a half space which is 
limited by one ideal surface of the gauge. A virtual boundary limits the 
permissible variation of a non ideal surface inside a hull. 
A tolerance zone constrains a non-ideal feature in an area of space which is 
constructed by two offsetting on gauge surface, or by one offsetting on gauge 
line or point. A tolerance zone limits the permissible variation of a non ideal 
surface inside a hull. 

:::: Gauge structure 

The gauge structure modelizes the environment of the part. It includes several 
features with relative mobilities, which are ideal surfaces or situation features. 
The geometrical expression of the gauge structure comprises: 

statement of features (ideal surfaces, situation features), 
a whole of geometrical constraints on the parameters describing the position 
between the features of G .I.M. 

The tolerance zone location or the virtual boundary location could be entirely 
defined with respect to the datum system, but there could be also freedom degrees. 
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In such a case, internal mobilities in the gauge are used to take into account these 
freedom degrees. 

Example of GIM (Figure 3) : A simple example of parallelism between two planes 
permits to illustrate the construction of the gauge. Let us consider a geometrical 
specification of parallelism between two planes. This specification does not locate 
the position of the tolerance zone. It just specifies that the non ideal plane has to be 
included between two parallel ideal planes distant of the tolerance value and parallel 
to an ideal plane which is associated to the reference surface, which is not ideal. 
From this definition, the gauge is defined using an ideal plane representing the 
simulate reference and two ideal planes distant of the tolerance value representing 
the tolerance zone. The prismatic pair joining these features represents the degree of 
freedom between the reference and the tolerance zone. 

Interface gauge/part 
Association 

Interface feature: One plane PL.a 
Constraints: PL.a exterior of the material 
Objective to mllllmlze: The largest 
distance between PL.a and S.a 

Tolerance zone 
Interface feature: Tolerance zone 
Two planes PL.b and PL.c 
Constraints: S.b c TZ.b 

Gauge structure 
Constraints: 
Angle (PL.a, PL.b) = 0° 
Angle (PL.b, PL.c) = 0° 
Distance (PL. b, PL.c) = t 

3. FUNCTIONNAL STANDARD SPECIFICATION: 

The functional specifications are represented on a drawing using the standard 
specification. 

3.1 Standard representation 

The formalization of the standard specification is being processed by the ISO 
community through the definition of a model for geometric specification as a part of 
the Geometrical Product Specification (GPS). The main interest of this work is that 
the main concepts of CUlTent standards are kept and that the mathematical definition 
of the specification is given. 
Among the two ways permitting the specifications, by dimensions or by zones, only 
the second one is concerned in the paper. The specification by zone limits the non­
ideal features of a workpiece into a space. This space is limited by ideal features that 
can be characterized: 

by intrinsic characteristics of the ideal features 
by situation features of the ideal features 

3.2 Representation by Gauge with internal mobilities 
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The non ideal geometry of the part is assembled on the gauge. This gauge represents 
the datum system, the location of the tolerance zone, and the location of the virtual 
boundary. 
The gauge consists in locating the non ideal surfaces of the part. The definition of 
the gauge uses : 

sequential associations of the non-ideal surfaces on the ideal surfaces of the 
gauge representing the datum system, 
tolerance zone definition or virtual boundary definition, for which the specified 
feature is included in, 
gauge structure construction which allows to define the location of the tolerance 
zones or the location of the virtual boundary. 

Example: Concerning the example, the definition of the gauge includes: 
an interface gauge / part (an association which represents the datum A, two 
virtual boundaries which represents the worst geometry of two cylinders. The 
diameter of these cylinders is defined thanks to extreme value of the 
permissible diameter of the specified features), 
a gauge structure which defines two cylinders and the datum plane in exact 
relative location. 

Virtual Boundary 

! l 2 x¢,40H9 
'.) [1110.1 re [ A[ 

" \ 

S.c 

;' CY.c LC::==-:.....:u:. 
" ~ , 

S,b 

CY.b 

PL.a 

~ I Association 

FiRure 4. FUI/ctiol/al specificatiol/ of the least lIlaterial requiremel/t 

Interface gauge/part 
Association 

Interface feature: One plane PL.a 
ConstraintPL.a exterior of the material 
Objective to minimize:The largest 
distance between PL.a and S.a 

V irtual boundary 
Interface feature: One cylinder CYb 
Constraint CY.b interior of the 
material (S.b) 

Virtual boundary 

Gauge structure 
Structure feature: One plane PL.d 
Constraints: 

Radius ofCY.b = ¢Dmax +0.1 

Radius of CYc = ¢Dmax +0.1 
Angle (PL.a, PL.d) = 90° 
Angle (axis CYb, PL.a) = 0° 
Angle (axis CYc, PL.a) = 0° 
Angle (axis CYb, PL.d) = 0° 
Angle (axis CYc, PL.d) = 0° 
Distance (axis CY.b, axis CY.c) = Ll 
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Interface feature: One cylinder CY.c 
Constraint: CY.c interior of the 
material (S.c) 

Distance (axis CY.b, PL.a) = L2 
Distance (axis CY.b, PL.d) = ° 
Distance (axis CY.c, PL.d) = ° 

4. MANUFACTURING SPECIFICATION 

The same model should be used to describe the manufacturing process of a part. In 
such a case, the environment of the part corresponds to the different entities of the 
manufacturing process and the interface corresponds to the pairs that are used to 
locate the part relative to the machining process. 
For the manufacturing specifications, the main idea of the gauge is to limit the 
geometrical variation of the part compared to the worst geometry of its 
environment. The environment is the geometrical model of manufacturing 
processes. The gauge structure admits some geometrical deviations and some 
relative mobilities, these deviations and mobilities simulate gaps and mobilities of 
manufacturing processes. 
Once the machining process is known, the pairs that assure the relative movements 
between the tool and the part are also known. 
The non ideal part is assembled on the machining process which is represented by 
ideal features of the gauge. The contacts between the non ideal surfaces of the part 
and the fixture are modelized by sequential association. The part is located on the 
reference frame using this sequential association. 
The constitutive parts of the gauge correspond to the mobile entities and the frame 
of the machine tool. Internal mobilities are used to take into account the relative 
movements of the machine tool parts. The gauge structure admits some geometrical 
deviations that simulate gaps of manufacturing processes. 
The deviation values could be determined locally for each pair or globally between 
the frame and the tool of the manufacturing process. In the case of a milling 
operation using a three axes machine tool, the gauge is constituted of five distinct 
entities and four pairs representing the three movement axes and the spindle rotation 
aXIS. 

Example: Concerning the phase 30, the machining process is a three axis milling 
machine. The part is located using three perpendicular planes PL.a, PL.e and PL.g .. 
This definition of the part location permits to define a sequential association. TIllS 
association is defined using the same way than the one described during the standard 
specification study, ie by the definition of the interfaces between the part and its 
environment. 
The structure of the gauge modelizes the machine tool, the internal mobilities of the 
gauge represent the movements of the machine tool. The definition of gaps of 
manufacturing processes is more difficult to apprehend. 
The two holes are realized with two different locations of the spindle relative to the 
frame of the machining process. 
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.....------..,...---il~----------------i] 
S.c 

S.f 

Interface gauge/part 
Association 

Interface feature: Three planes PL.e, PL.f and PL.a 
Constraints: PL.e, PL. f, PL.g exterior of the material 
Objective to minimize: 
The largest distance between PL.e and S.e 
The largest distance between PL.fand S.f 
The largest distance between PL.a and S.a 

Tolerance zone 
Features: Two cylinders CY.b and CY.c 

Constraints: S.b c TZ.b and S.c c TZ.c 

:.~-.. 

S.e 

Gauge structure 
The gauge structure IS 

constituted of all entities 
of manufacturing 
process. 

Figure 5: Manufacturing specification of phase 30 

5. CONCLUSION 

In this paper, we have shown that the same model may be used to specify both the 
machining process and the standard geometrical specification. 
This common approach is possible by the use of the same operations to describe the 
location of the non-ideal workpiece on ideal feature representing the environment. 
This coherence in the representation of the two complementary approaches and their 
mathematical definition is a first step in the definition of a common language and 
common tools. We believe that such common approaches are necessary in order to 
predict the whole behavior of a mechanism during all the steps of his life. The 
companion paper shows a kind of geometrical model that may be used to describe 
the geometry of the parts for both the specification and process specification. The 
definition of this model and the use of G.I.M. permits to compare the capability of 
the machining process to the geometrical specifications. 
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FUNCTIONAL AND MANUFACTURING 
SPECIFICATIONS 

Part 2: Validation ala process plan 

Abstract: After the study of geometrical specifications by Gauge with IntemalMobilities G.I.M. in part 
I, we propose to analyze the functional and manufacturing specifications in order to valid the process 
plan. The purpose is to compare functional specifications to manufacturing specifications. When a 
manufacturing process plan is being set up, it is essential to verify the geometrical consistency between 
functional and manufacturing specifications. 
Our tolerancing analysis model uses a variational approach, the real geometry of parts is apprehended by 
a variation of the nominal geometry. Three dimensional dimension chains are characterized by n-hulls 
(compatibility hull: relations between displacements of surfaces of part and gauge, interface hull: 
geometrical constraints between part surfaces and gauge surfaces, structure hull: geometrical constraints 
between gauge entities) expressed in n-affine spaces such each axis cOITesponds to a parameter of 
geometrical description (geometrical deviations and gaps). Our method allows us to express formal 
relations between n-hulls and specification (or manufacturing) hull which limits the deviations of part. So 
that the process plan is acceptable, the manufacturing hull must be included in the specification hull. 

I. INTRODUCTION 

The inherent imperfections of manufacturing processes involve a degradation of 
functlOnal characteristics and a degradation of the quality of the product. Our 
objective is to valid the process plan of parts. The permissible geometrical variations 
ensure a certain level of quality, which is defined by functional geometrical 
requirements. After, when a manufacturing process plan is being set up, it is 
essential to verify the geometrical consistency between functional and 
manufacturing specifications. The aims of our tolerancing analysis model are: 

to anticipate the geometrical behavior of the manufacturing process which IS 

modelized by a Gauge with Internal Mobilities, 
to describe the functional and manufacturing specifications with the same 
model, 
to complete by comparing specifications for design and specifications resulting 
from manufacturing model. 

The resolution of the analysis is based on the expression of geometrical behavior 
relations between part and gauge. 
The same example is developed during this part (Part I, Fig.I); We will study: 

the maximum material requirement, 
the manufacturing specification of phase 30 (Figure I). 

61 

P. Chedlllail ef al. (eds.), Integrated Design and Mallldacturillg ill Meclzaniral Engineering, 61-68. 
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Figure I : Maximum material requirement & Manufacturing specification of phase 30 

2. VARIATIONAL GEOMETRY 

The geometrical definition of parts requires the use of several geometrical models. 
Dunng the design - manufacturing - metrology cycle, the geometry takes various 
forms (Figure 1): non ideal geometry, nominal model. substitute geometry. 
It is Impossible to completely capture the variation of non ideal surface. The non 
ideal surfaces are modelized by substitute surfaces, a substitute surface is an ideal 
surface (conservation of the typology of the nominal surface). Compared with the 
nominal model, each substitute surface has position variations, orientation variations 
and intrinsic variations. 

2.1 Mathematical formulation of fine positioning 

The incorporation of simulated manufacturing vanatlOns in tolerance analysis 
requires a mathematical formulation of fine positioning. Relative substitute surface 
positioning is described by a mathematical fOlTImlation. The position of a 

geometrical element in a coordinate system is completely specified by a 4x4 
transformation matrix. The manufacturing variations are relatively small compared 
to the nominal size, the requisite rotations for positioning the surfaces are small, the 
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rotation elements can be linearized. Consequently, at each point M in Euclidian 
space, small displacements can be described by two vectors: rand t. The t vector 
represents three translations along perpendicular directions, two by two. The r 
vector represents to three small rotations along perpendicular directions, two by two. 

{d) ~ {: } , ~ [: 1 t { 1 

2.2 Characteristics 

In the following, we distinguish two types of deviation: the situation deviation 
(orientation and position variation between a substitute surface and the nominal 
geometry) and the intrinsic deviation. And we associate a gap transformation to each 
couple of substitute surface of the part and ideal surface of the gauge potentially in 
contact to modelize the displacement in joints. 

2.2. I Situation deviation 

There are two types of deviation: the situation deviation and the intrinsic deviation. 
The situation deviation defines the variation (position and orientation) between a 

substitute surface ia and the nominal geometry i. A transformation {din Ii} is 

associated to each substitute surface ia of part i. The transformation {dia Ii} 
represents the small displacement between substitute surface ia and nominal 
geometry i. 

2.2.2 Intrinsic deviation 

The intrinsic deviation of substitute surface are specific for a type of surface itself. It 
defines the surface variations. For instance. the intrinsic variation of a substitute 
cylinder is radius variation 6r between the substitute cylinder and the nominal 
cylinder. 

2.2.3 Gap 

A transformation {dial ja} is associated to each substitute surface ia and ja of part i 

and gauge entity j. This transformation {dia/ja} represents the small displacements 

between two substitute surfaces of part and gauge. 

2.3 N-space geometrical description 

The deviation of part, the deviation of gauge entItIes, the gaps between part and 
gauge and the gaps between gauge entities have been just described by parameters. 
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Thereafter, the geometrical behavior of part and gauge will be defined in spaces 
whose each axis corresponds to a parameter. We distinguish six types of space: 
space name vector designation 
Situation s situation deviation space of the specified part 
Intrinsic i intrinsic deviation space of the specified part 
Gap g space of all gaps between the part and the gauge 
Gauge situation gs situation deviation space of gauge entities 
Gauge intrinsic gi intrinsic deviation space of gauge entities 
Gauge gap gg space of all gaps between gauge entities 

.. 
For each specIfIcatIOn, the N-Space geometncal descnptlOn are defmed, because 
this description depends on the gauge morphology. 

Example N-Space description of manufacturing specification of phase 30 

s = [a,,, "fl,,, "w,,, 2'. 0.. 21> 2' fl2!> ,'U 21> 2' V,I> 2' 1 i = [6.r21> 2' 6.12< 2] 

... , a 2/ 2' Y21 2' V2f'2 

g = [G/:O]{/ ?a' fJl:"ltI'2(1,r /:'](J/211'(./I.:!ai2" , VI:!a 2a' IV"'a 2a' .J 
... , a r.1f '2(' B J:"1/12f'YI:"I{"2f' U I:"!f/2!"' V/:'I(;2/' WI: 1(/2/ 

l
aEIOIEI,flEltlIEI'WEIOIEI' 1 

gs = a E5hl E5' fl E5hl E5' U E51>1 E5' V E51>1 E5' 

... , aEI/IEp rEI/IEI' VEl/lEI 

gg = [a EI E2' fJEIIE2'YEI!E2'U. EIIE2 , V.EliE2' WEIIE2' ] 

... , a E J.iE5' fJE4/E5,rE4IE5' U E J.i£5' V E J..'E5' WE4iE5 

3. GEOMETRICAL BEHAVIOR 

The toIerancing analysis model is based on the expression of the geometrical 
behavior of the mechanism, we define various hulls limiting the geometrical 
behavior of the mechanism. 
In the first stage, the relations between small displacements of surfaces of part and 
gauge are defined. To do so, we develop the composition of small displacements in 
all cycle of the graph (part + gauge). These relations define the compatibility hull 
(Dcompatibility). 
In the second stage, the approach by Gauge with Internal Mobilities establishes the 
domain of permissible deviations of the substitute geometry. We express these 
constraints by two hulls: Dinterface (the interface gauge/part defines the relative 
position between the ideal features of the gauge and the substitute features of the 
part) and Dstructure (the gauge structure modelizes the environment of the part). 
We define all hulls of each specification (manufacturing and functional). 

3. J Compatibility hull 

The geometrical behavior of the mechanism (part + gauge) is expressed by the 
composition relations of small displacements in the various cycles of the graph, 
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these relations rest on the property of the mathematical tool (4x4 transformation 
matrix): the relation of Chasles. 
These composition relations define compatibility equations between the situation 
deviations and the gaps of the part and the gauge. The set of compatibility 
equations, obtained by the application of composition relation to the various cycles, 
makes a system of linear equations. So that the system of linear equations admits a 
solution, it is necessary that compatibility equations are checked. We define the 
compatibility equations for each specification. These compatibility equations 

characterize some hyperplans in the SituationxGapxGauge _ situationxGauge _gap 

space. Dcompollbility is the compatibility hull. 

Example' compatibility equations of maximum material requirement (Fig.! ) 

a ~ ;./, + a:' h 1:"11 + a Eli E + a E Ec + a Ec :'r + a 2( :. = 0 

13, 'I> + 1321> EI> + f3EI> E + f3E Eo + f3Ee 2, + f3'e 1 = 0 

121> EI> + lEe 1c = 0 

U 2 11> + 1I 11>,EI> + U EhiE + UE,Ee + UEelle + U 102 = 0 

V 11 1> +V11>'EI> +VEI>IE +VEiEe +VEe12e +V2e/2 =0 

W 1hiEI> + WEel2e = 0 

3.2 Intelface hull 

The concept of the interface gauge / part defines the relative position between the 
ideal surfaces of the gauge and the non-ideal surfaces of the part. The interface hull 
is the mathematical expression of interface gauge / part. The interface constraints 
limit the gap between the part and the gauge. These constraints define the interface 

hull in GapxlntrinsicxGauge _intrinsic space. Dinterface is the interface hull. 
In the first part, we define three types of constraints for interface gauge/part: 

association operation, it identifies one or more ideal surfaces from one or more 
non-ideal surfaces, it depends on criteria which is defined by the semantic of 
the specification. it results Il1 equations defined 111 

GapxlntrinsicxGauge_ Il1trinsic, 
vIrtual boundary, it characterizes non-interference constraint between an ideal 
surface of the gauge and an non-ideal surface of the part, it results in 

inequations defined in GapxlntrinsicxGauge _intrinsic 
tolerance zone, it constraints a non ideal surface of the part in a tolerance zone, 
the position of the tolerance zone depends on the gauge, tolerance zone results 

in inequations defined in GapxlntrinsicxGauge _intrinsic 

Example: A constraint of interface hull of manufacturing specification of phase 30 
The association between surface e of the part and plane e of the gauge modelizes the 
fixture, it implies identical displacements according to degrees of contact: 
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Example: A constraint of interface hull of maximum material requirement (Fig. 1 ) 
For the virtual boundary between surface b of the part and cylinder b of the gauge, 
the gap is limited by the non interference constraint. 

3.3 Structure hull 

For the functional specifications, the gauge structure represents the datum system 
and the location of the tolerance zone. And for the manufacturing specifications, the 
gauge structure represents the geometrical model of manufacturing processes. The 
gauge structure admits some geometrical variations and some relative mobilities, 
these variations and mobilities simulate gaps and mobilities of manufacturing 
processes. 
The gauge structure is composed of geomeu'ical entities also having mobilities with 
gap. It defines the relative position between the ideal surfaces of gauge entities and 
between gauge entities. The structure hull is the mathematical expression of gauge 
structure. The structure constraints limit the gap between gauge entities and the 
deviation between ideal surface of gauge entity and gauge entity. These constraints 

define structure hull in Gauge _ situationxGauge _gap space. Dstructure is the structure 
hull. 
Example: The machine structure is constituted by four subassemblies which are in 
serial prismatic pairs. These three prismatic pairs are along x-axis, y-axis and z-axis. 
There are inaccuracies in manufacturing processes, because the machine structure 
have position and orientation variations. The limits of these variations can be 
measured and characterize the structure hull. 

4. SPECIFICA nON AND MANUFACTURING HULLS 

The mathematical expressions of each geometrical specification are defined in 
various spaces. Indeed Gap, gauge situation, gauge intrinsic and gauge gap spaces 
depend on the gauge morphology. We distinguish the functional gauge and the 
manufacturing gauge by an index (s, m). To study the feasibility of the process plan, 
we must express all specifications in a same space: deviations space of the part. 
Our objective is to define the permissible (or manufacturing) geometrical deviations 
of the part ensuring the assembly requirement between the gauge and the part. This 
assembly requirement between the gauge and the part is constrained by the 
compatibility hull, the interface hull and the structure hull. To do so, for each 
specification, we build a Gauge with Intemal Mobilities and we define a 
compatibility hull, a interface hull and a structure hull. 

4.1 Specification hull 

For functional specification, all parts that respect the assembly requirement with the 
gauge, satisfy the functional specification. Therefore, for a part that satisfies the 
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functional specification, it must exist at least a gauge that verifies the constraints of 
the compatibility hull, the interface hull and the structure hull. 
The functional constraints that limit the permissible deviations, characterize the 
specification hull. These constraints are equivalent to : the acceptable configurations 
between part and gauge are defined by all permissible states of gauge. The 
mathematical expression of this equivalence is 

(s, i) E Ds 

<=> :3 (gss' ggs) E Dstructures 
: (s, g" i, gss' gis, gg,) E Dcompatibilitys n Dinterfaces 

4.2 Manufacturing hull 

In the same way, we define the manufacturing constraints. For manufacturing 
specification, all parts that respect the assembly requirement with the gauge, satisfy 
the manufacturing specification. Therefore, for a part that satisfies the 
manufacturing specification, it must exist at least a gauge that verifies the 
constraints of the compatibility hull, the interface hull and the structure hull. 
The manufacturing constraints that limit the manufacturing deviations, characterize 
the manufacturing hull. These constraints are equivalent to : the acceptable 
configurations between part and gauge are defined by all acceptable states of gauge. 
The mathematical expression of this equivalence is 

(s, i) E Dm 

<=> :3 (gsm, ggm) E Dstructurem 
: (s, gm, i, gSnl' gim, ggm) E Dcompatibilitym n Dinterfacem 

4.3 Validation of a process plan: 

To valid the process plan, we compare functional specifications to manufacturing 
specifications. The manufacturing deviations must be smaller than the functional 
deviations. So that the process plan is acceptable, the following constraint must be 

respected: Om c Os 

S. CONCLUSION 

After the study of geometrical expression by Gauge with Internal Mobilities of 
functional and manufacturing specifications in part 1, we study the validation of a 
process plan. A model of geometrical variations allows us to express functional 
constraints (or manufacturing constraints) and geometrical behavior of the gauge 
and the part. We identify relations between the geometrical expression and the 
mathematical expression: 

interface gauge / part - interface hull, 
gauge structure - structure hull. 

This mathematical expression is characterized by n-hulls. To define the permissible 
deviations (or manufacturing deviations) of a part, we formalize relations between 
n-hulls (compatibility hull, interface hull and structure hull) and specification hull 
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(or manufacturing hull). This formal approach enables us to write the constraints 
between the permissible deviations and the manufacturing deviations. 
This approach applies in tolerancing synthesis model for all functional requirements 
take into account the assembly process. 
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ROBUST DESIGN AND STATISTICAL TOLERANCE 
ANALYSIS 

Abstract: Product variation is a key piece of information that flows from the design function to 
manufacturing function in an enterprise. Every, engineering design is subject to variation that can arise 
from a variety of sources, including manufacturing operations, variation in material properties, and at the 
operating environment. Engineers must deal with variations in the products they design and manufacture. 
They have to produce robust designs by assessing the expected size of variation and determining the risk 
of failure. The best time to reduce the impact of variation is in the early stages of design process. 
Variation analysis in mechanical design becomes an essential practice. 
This paper presents a review of statistical tolerance analysis and the robust design approaches. The main 
objective of tolerance analysis and robust design domains is to control the geometrical and operational 
variation of product. Tolerance analysis and robust design methods are based on several precise 
hypotheses and conditions. 

1. INTRODUCTION 

Engineering design is subject to variation that can arise from a variety of sources, 
including manufacturing operations, variation in material properties, and at the 
operating environment. Variation of geometrical parameters of mechanical products 
is usually specified in terms of tolerances. The tolerance design process determines 
the most economical and tolerable deviations that minimise the cost of the product. 
This approach only controls the geometrical parameters. The robust design objective 
is to minimise the variation impact of the variables and parameters on the system 
performance by reducing the cost associated to the control of the variation sources. 
This approach deals with all the parameters of the mechanical product. 

Several reasons justify the use of statistical analysis tools. These reasons are 
technical as well as economic. Indeed, inspection-level is based on sampling plan 
(part lot acceptance) rather than 100% sampling. It is nearly improbable to 
manufacture all the entities of all the parts of the assembly at the worst limits. 
Moreover the resultant variation is likely to be compensated between the parts at the 
assembly-stage. In the other hand, the actual manufacturing processes do not allow 
the respect of the so tight value of the functional tolerance of some products. Finally, 
the tolerance process aims to predict the impact of the random manufacturing 
variations [1, 2]. 
This paper start out by looking at some definitions, hypothesis and applications 
related to the statistical tolerance approach and the robust design one. Firstly, the 
statistical tolerance analysis method is presented. Then, in the third section, the 
robust design is presented as an extension of the statistical tolerance concept. The 
paper aims for a unifying abstraction to deal with variation in a product of an 
engineering enterprise. 
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2. STATISTICAL TOLERANCE ANALYSIS 

In the last decade, the statistical tolerance analysis received particular attention of 
several authors. Many papers and states-of-the-art, with complementary points of 
view, were presented in this field [3-6]. As far as we know, all the authors only 
address traditional tolerances (plus/minus) in statistical analysis. They generally 
suggest translating geometrical tolerances to statistical parametric tolerances. Thus, 
the analysis is based on this type of equation: 

(1) 

Where y represents the functional tolerance of the assembly (gap or distance 
between two parts). It depends on the n dimensional variables x. During the 
tolerance design process, a designer has to evaluate the risk of failure by identifying 
all the properties of the resultant component. The identification of statistical 
distribution of the component y is generally based on several hypotheses related to 
the components Xi and to the function! The variables Xi are assumed to be random, 
independent and normal. In addition, the function f(x j, ••• ,x,J is approximated by a 
linear function and the distributed of the component y is assumed to be normal [7-
11]. Tolerance analysis uses either "worst case" or statistical models. 

2.1. Worst case analysis 

"Worst-case" analysis is based on a complete interchangeability of parts in an 
assembly. It leads to expensive tight parts tolerances especially when the number of 
features, parts or sub-assemblies increases. The worst case analysis assumes that all 
the components of all the parts are manufactured at their worst limits. 
Interchangeability is allowed if all the combinations f(x; ± T J are into the tolerance 
interval of y. [Xi - Ti, xi + Til is the tolerance interval of the dimension Xi. If the 
function defined in equation (1) is linear, then it can be written as the following: 

y = f(x) = ao + Lai Xi (2) 

Equation (2) leads to the following inequality: 

(3) 

If the function f is not linear then relation (3) is not satisfied. This is the case of 
geometrical tolerances. In the general case, we have to compute {ly = min f(Xl. X2,.'" 
xu)} and {uy = max f(Xl. X2,"" xu)} for every Xi in the interval [Xi - Ti, Xi + Til 
i= I , ... ,n. The functional specification is guarantee, if the interval [ly, uy] is included 
in [y-Ty, y+ Ty]. According to the number of the parts in the assembly and the 
number of variables, the tolerance interval of each variable Xi may be dramatically 
reduced [12]. The worst case analysis assumes that manufacturing process only 
produces perfect parts at the furthest dimensions. This condition is in complete 
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contrast with the tolerance concept. "Worst-case" method gives overly pessimistic 
results because of the simultaneous occurrence of such "worst-case" part-level 
events is rather rare. In the following section, the statistical method is presented. It is 
more effective and gives better results. 

2.2. Statistical Hypotheses 

Statistical models make the assumption that a reasonable percentage of non­
conforming parts may occur. In statistical tolerance inspection, one needs a 
population of parts before deciding whether the whole population is acceptable or 
not. Thus, contrary to the worst case approach, the decision for a single part is not 
allowed. The literature related to statistical tolerance has been reviewed by several 
authors [2, 16, 17, 18]. A careful study from the preview researches indicates three 
categories of statistical tolerance approaches. The first one assumes that each 
component tolerance spans a 6cr range distribution with its mean at the midpoint of 
the range. The second category relaxes the previous constraint and accepts shifts and 
drifts of the distribution. The last category takes advantage of the results of the 
second category researches and works on the best industrial practices. They 
participate to the clarification, harmonization and consolidation of the statistical 
tolerancing standard. Two possible interpretations of statistical tolerancing were 
provided [19,17,15]. 
Statistical methods applied to the tolerances analysis are based on precise 
hypotheses and conditions. It is necessary to verify the validity of these conditions 
before an effective application of these methods. These hypotheses are summarised 
in the following section. 
The expectance and standard deviation of y = f(x) are written as the following 

(4) 
(5) 

where Jl; and fly are the expectances of the random variable Xi and y respectively. cri 
and cry are the standard deviations of Xi and y respectively. Thanks to its simplicity, 
the relation between standard deviations is very popular. However, relation (5) is not 
applicable when the variables Xi are dependent. 

2.2.1 Hypothesis of Normal Distribution with its Mean at the Midpoint of the Range 

In order to estimate the probability of success or the risk of failure of the assembly, 
several information related to the distribution of the resultant y have to be collected. 
Thanks to its simplicity, the most popular hypothesis assumes that each component 
tolerance spans a 6cr range. Besides, the distribution is supposed to be normal with 
its mean at the midpoint of the range. According to this hypothesis, the equality of 
the Root Sum Square method is derived from equations (5) and (2Tj = 6crj,): 
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n 
L a?T/::; T/ 
i=( 

(6) 

Since the actual distributions of the process are rarely normal, this method leads to 
optimistic results. Whether the distribution is normal, its mean is probably not at the 
midpoint of the range. This hypothesis is somewhat equivalent to the worst case 
approach. It assumes that all the produced lots have equal values (11, 0-) for a given 
component Xi. 

In order to take into account these contradictions and to solve this problem, 
industrials used several heuristic solutions. By the end, this leads to the introduction 
of the capability indices and the Statistical Tolerance Zone based approach [1, 5, 6 
and 12]. 

2.2.2 Statistical Tolerance Zone Approach 

The statistical tolerance zone approach results from several recent works [13, 14]. 
The ISO standard deliberation about Statistical Tolerancing leads to the following 
definition [1, 2 and 6]: 

IIl-ml 
et Cc '! (9) 

2'! is the tolerance range and m the midpoint of the range of the component Xi. 

According to the used process and the tolerable risk of failure, industrials use the 
constants P, K and F to defme the limits of the indices defined in equation (9) : 

(10) 

Equation (10) defines the statistical tolerance zones in the plane (11, 0-) [1]. Figures 
(1) and (2) depict two particular shapes of these zones. 

Figure 4 : 3Kcr -'t+m::; f.l::; -3Kcr+'t+m 

• 
.... 

Figure 5 : statistical tolerance zone/or 
1.5::;Cp ' J.O::;Cpk et Cr::;O.5 
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3. ROBUST DESIGN 

The precursor researchers who used an optimisation formulation in the robust design 
context are [16,19-21 and 24]. 
The traditional design problem is generally formulated as the following: 

where: 

ProblemP: 
Minimise the criterion: y=f(x, p) 
Subject to the constraints: g(x,p):5 0 

x = (XI> X2, ... ,xu) is the design variables vector of dimension u. 
p = (PI> P2, ···,Pv) is the design parameters vector of dimension v. 
g(x,p) =(g,(x,p), g2(X,P), ... , gw(x,p)) is the vector of constraints defining the 
admissible domain, gj is the ilh component of g(x). w is the number of g components, 
f(x,p) is the criterion function. The functions g and f depend on x and p. 
This crisp formulation did not take into account probable variations of the variables 
and parameters. Thus, if the theoretical optimal solution is on the boundary of the 
admissible domain defined by the components of g, the actual components of the 
parts of the product may be out of this domain. The following relation represents the 
probabilistic formulation of the admissible crisp domain: 

D = {(x, p) E RU X RV I(Prob(g/x,p):5 0) = 1), (i=l, ... , u+v) } 

In the other hand, the theoretical optimal solution of the performances may be very 
sensitive with respect to the variation of the components. 
The robust design aims to minimise the variation of performances around the 
theoretical optimal solution. The components of x and p are assumed to be random 
variables with known expectance and standard deviation. 
Let ~j be the expectance value and O"j the standard deviation of the components of x 
and p (with i= 1 ... , u+v). From the hypotheses presented in the first section of this 
paper, the expectance and the standard deviation of the criterion f and the 
components of the vector g can be to computed. Thus the robust design is obtained 
from the following: 

Problem P _Robust: 
Minimise the criterion (~y(x, p), O"y(x, p) ) 
Subject to the constrains: /lgi(X, p) + kj O"gi(X, p) :5 0 , i= 1, ... , u+v. 

Designer chooses the value of the constant kj according to tolerable risk of failure. In 
the most general case kj is equal to three. 
Let's observe that O"y is dependent on ~i and on O"j. Thus, it is possible to reduce the 
variation of the performance by only adapting the choice of the expectance values of 
x and p and without necessarily reducing the variation range of each component. 
This is the preliminary step of the robust design approach. 
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The following relation represents the probabilistic fonnulation of the robust domain: 

DS={(X,p)E RUxRv I (Prob(gi(x,p):";O):~::Pi),(i=l, ... ,u+v)}. 

h k J.lgix, p) ,n-I(p) d,n' hI' fu' f h 1 were i = ( ) = 'V i ,an 'V IS t e cumu atIve nctIOn 0 t e nonna 
crgi x, P 

distribution. For instance, <1>-1(0.9987) =3. 
In literature about robust design, )lgi and crg? are generally obtained from the 
following approximations: 

The worst case fonnulation use the following approximation: 

ul~ I vl~ I gi()lx, )lp) + I ax ~xi + I ax ~pi:";O 
i= 1 1 i= 1 1 

Thanks to its simplicity, the previous inequality is very popular notwithstanding the 
risk occurring in the case of very small dimensions. 
In the general case, it would be better to use the equations (12) and (14). 
Recent works about robust design can be found in the following references [17, 22, 
23 and 25]. 
Let's observe that the majority of the proposed methods are time and memory 
consuming. In addition, the number of variables of the examples proposed in 
literature is relatively small compared with the number of variables of industrial 
applications. 

4. COMPUT A nON OF THE FIRST TWO MOMENTS 

The previous methods are based on the linearity of the function f. Several works of 
Chase and Turner [4, 5, 8, 10, 11, 15] indicate that, the second order tenns must be 
taken into account. This section gives the main relations needed to compute the first 
two moments)l and cr. 
The Taylor expansion approximation at the 3rd order leads to the following relation: 

1 
y = f()l) + h T (x- )l) + '2 (x- )l)T H (x-)l) + O(x- )l)3 

where x = (XI, X2, ... , xn)T, )l = E(x)=()ll, )l2,"" )In)T, hT = (hI, h2, ... , hn) and H is the 
(nxn) matrix of components hji (the partial derivatives are computed at point x = )l): 
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-(~) -(~) - -(~) .. hj - aXj , hjj - ax? et hij - hjj - aXjaXj for r;t]. 
~ ~ ~ 

The expectance of y might be computed by omitting all the 3rd order terms: 

1 n 2 
~y = E(y)= f(~) + '2 I. hjj (Ji (12) 

i=l 

This relation assumes that the variables Xj are independent. We remark that the 
second term depends on the standard deviation (Ji of the variables Xj. 
The computation of the standard deviation (J/ = E(Y-~i of y is more complex: 

Indeed the calculation of (Y_~y)2 leads to an exorbitant number of terms. Several 
approximations are then necessary. Thus, the second order is generally neglected: 

(13) 

We can also take into account, at least partially, some second order terms by 
applying the following approximation [15]: 

m3i and 114i are the 3rd and 3rd moments of Xi [5, 15]. 

5. CONCLUSIONS 

The state-of-the-art about tools and methods used in the statistical tolerance analysis 
and in the robust design approaches is presented in this paper. These two approaches 
deal with the variation of the design variables and parameters at different stages of 
the design process. They generally use the same statistical hypotheses. 
This paper emphasises on the validity of the statistical hypotheses. In order to 
improve the proposed methods for industrial problems with a large number of 
variables and parameters, further developments are necessary. 

Fouad BENNIS, IRCCyN, UMR. CNRS 6597, Ecole Centrale de Nantes, 1, rue de 
la Noe, B.P. 92101,44321 Nantes cedex France. 
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DEVELOPEMENT AND FEEDBACKS OF A NEW 
COMMUNICATION TOOL TO HARNESS 

INFORMATION AND KNOWLEDGE AND KNOW­
HOW IN INTEGRATED ENGINEERING - CASE STUDY 

ATEADS 

Abstract. Concurrent Engineering approaches heavily rely on reliable and efficient shared information 
among people involved in the design, engineering, industrialization and even manufacturing of products. 
In a context of an integrated design methodology, the nature of information exchanged by the design team 
evolves and enterprises tend to support this information through co-operative technology (CSCW). Thus, 
Non-Structured-Information becomes increasingly important within Integrated-Teams. Pieces of 
information flowing in this kind of teams are hardly controlled. Although informational aspects become 
more and more strategic, they are barely controlled. Indeed, it could be difficult to structure, share and 
access pieces of information to enhance Integrated-Team working and to capitalize knowledge and know­
how to learn from past experiences and to avoid doing the same mistakes twice. 
In this paper, an approach is proposed and a simple groupware tool working on a network is proposed. 
The tool supports informal message exchange among users. It also provides facilities to structure and 
archive knowledge learned during this process. The tool has been developed and evaluated at EADS, 
especially to feed back design teams with manufacturing knowledge in the context of product change 
requests. Then a method to capitalize knowledge and know-how contents in relation with the tool is 
proposed. 

1. EVOLUTION OF ENGINEERING INFORMA nON REQUIREMENTS 

Several organizational strategies have been deployed by many enterprises over the 
century to face evolving economical constraints (standardized production, economy 
of scale, economy of scope). Traditionally, engineering activities are performed in a 
sequential order. Over the last ten years, strong market pressures have forced 
manufacturing companies to drastically reduce the time-to-market of their products. 
This is why companies tend to apply the Concurrent Engineering approach (CE) [1]. 
Most of the information exchanged in sequential engineering are the results of the 
different tasks. In CE, actors of the design have to exchange conjectures that allow 
the others to work simultaneously. However, Non-Structured-Information, i.e. free 
format information, becomes increasingly important within Integrated-Teams [2] 
and appears to be poorly controlled. Indeed, it could be difficult to structure, share 
and access pieces of information to enhance operations of Integrated-Teams and to 
capitalise knowledge and know-how to learn from past experiences. To this aim, we 
propose to characterize information by means of a taxonomy related to information 
structuring. 

2. TAXONOMY RELATED TO INFORMATION STRUCTURING 

To meet the needs of rigor of the companies without going to a too detailed level of 
granularity, an instructional design of the significance of information has been 
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chosen. Exchanged information is then an abstracted entity, a theoretical object, 
which consists of linguistic components and components rhetoric (Fig. 1) [3]: 
• The linguistic components build the significance of information starting from 

instructions. They are characterized by the clearness of their formalism. 
• The rhetoric components bring a meaning to information by addition of 

contextual information. This construction is characterized by the facility to 
identify information context. 

The properties of this structuring enable to define Structured-Information (S!), Semi­
Structured-Information (SS!), and Non-Structured-Information (NS!) [4]. 

11nfonnation 1-. linguistic 
component - Significance of I ~ 

rhetoric 
component 

S Situation ----~ 

Sense of! 
within S 

Figure 1. Instructional design of the significance of infonnation. 

Characteristics of the SI: 
• Linguistic components of the SI are generally imposed (example: an industrial 

design). 
• Rhetoric components of the SI are also imposed (example: an industrial design 

is associated with the name of the designer, the product, the part, the date, etc.). 
The emission of a SI is, in general, an integral part of the work of the transmitter. 
This generates uniformity of the SI within an entity. 
Characteristics of SSI : 
• Linguistic components of the SSI are weakly formalized (for instance: graphs 

without keys, drawing without industrial formalism, etc.). 
• Rhetoric components are few (example: meeting reports are often not easily 

understandable by a person who did not take part in the meeting). 
The SSI are stored less longer than the IS because the context is not always 
associated with information, they can thus quickly become useless. 
Characteristics of NS1 : 
• The NSI are very poorly formalized, they are open to a multitude of 

interpretations. 
• The rhetoric components can be very light if they ensure a sufficient degree of 

relevance for the comprehension of information by the receiver (example: 'we 
do as we said'). 

The NS1 are essentially volatile, because even if it is possible to preserve a piece of 
information of a talk, they are seldom recorded. 
However, this kind of information is important in industrial context because it 
relates to reactivity and agility. Moreover, it increases the product knowledge. 
Knowledge is thus not static but dynamic, it is in constant evolution [3]. 
In a Concurrent Engineering context, the Non-Structured-1nformation exchanges are 
favored. Thus, the knowledge acquisition is carried out by simple successive steps, 
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which improves decision coherence. The product knowledge is in turn enhanced. So, 
the time-to-market is cut down, the cost is reduced and the quality is improved. 
These Non-Structured-Information exchanges thus improve the product 
development process. This is why some enterprises promote the exchanges among 
design teams, and CE relies on so-called Integrated Teams. 
Exchanges of NSI are mainly performed verbally during face-to-face talks or on the 
phone. Unfortunately, this information is therefore poorly controlled. This term 
"control" can be characterized in terms of four criteria: structuring, sharing, access, 
and capitalization [5]. Therefore, it appeared interesting to the authors to study 
modern ways of communication to phase a CE project by using Groupware tools [6]. 

3. GROUPWARE AND CHARACTERIZATION OF MODERN ENGINEERING 
INFORMATION SYSTEMS 

Groupware tools are computer support tools for collaborative work. The 
terminology concerning Groupware has not been stabilized yet. Nevertheless, it is 
usually admitted that Groupware comprises seven types of tools, namely: e-mail, 
public files, electronic forms, shared files, shared agendas, forums and workflow. 
To assess relevance of Groupware tools to CE information system requirements, an 
evaluation matrix has been proposed (Fig. 2). This matrix intends to highlight three 
of the axes of a firm's information requirements. 

Structured 
In/ormaJiOll 

Semi· 
Strucured 
In/ormo.tiOll 

NOlI' 
Struaured 
In/ormaJiOll 

~ Dynamic Information ~ Static Information 

Figure 2. Information Requirements Fulfilled by each Groupware Tool. 

Dynamics axis: Concerns static versus dynamic information 
Destination axis: 

1 to 0: Information is stored on one computer and is only used by its owner 
I to I: Information is send to a selected person 
I to n: Information is send to several selected persons 
n to n: Information is send to a group of people 

Characterization axis: Information type as Structured Information, Semi-Structured 
Information, Non-Structured Information 
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The matrix shows that no single tool can fulfill all information requirements. 
Especially, NSI, which plays an important role in CE, can hardly be structured, 
accessed, shared, and capitalized in means such as mail or forum. 

4. INTERACTIVE MESSAGING SYSTEM FOR AEROSPA TIALE MATRA 
CONCURRENCY (M.LC.A.) 

As argued earlier, neither current means of communication (oral and paper) nor 
groupware tools fully answers the specifications of CE communication 
requirements. It was therefore decided to develop a new type of tool at EADS [7]. 
The purpose of M.LC.A. is to provide a computerized assistance for engineering 
problem monitoring and to support capitalization of the trade knowledge from 
manufacturing backwards to design (Fig. 3). 

_.,. 
'''~J -

Figure 3. Principles of M.I.C.A. Tool. 

4.1. M.I.CA. Information Structuring 

To formalize non structured information aspects in M.LC.A. (at the rhetoric and 
linguistics levels), we have considered various enterprise modeling methods such as 
CIMOSA [8]. Especially, we preserved various CIMOSA concepts, for instance the 
concept of modeling views. which can be represented by a meta-model. The 
objective of this meta-model is to be at the same time generic, exhaustive, and 
representative in a certain context. A modeling language based on the oriented 
object concepts of UML (Unified Modeling Language) is used. Four main views 
have been defined in M.I.C.A.: the Co-operative View, the Resource View , the 
Product View, and the Process View. All these Views can be related to the 
description of a design "context". They are part of the contextual information, which 
should be associated with the NSI to facilitate the understanding of their meaning. 
Co-operation View 
The co-operation view attempts to model interactions between the members of the 
Integrated Team. We model the rhetoric aspects and the linguistic aspects 
separately. For the rhetoric aspects, we make use of the general outline of the 
Baker's negotiation model (Fig. 4) [9]. 
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Figure 4. General Scheme of Baker's Negotiation Model. 

This modeling enabled us to choose a grouping of the NSI involved in a negotiation 
for problem solving in product design. It was decided to gather all the NSI 
concerning the same negotiation in the same form (Fig. 5). A form is made of three 
paragraphs symbolizing "the initial state", "the final state", and "the current state of 
negotiation" (Fig. 5). These paragraphs are made of: 
• pre-defined fields containing contextual information resulting from the 

Resource, Product, and Process Views, 
• free fields containing the NSI. 
Because our goal is to build a computer-based application as a support to the NSI, 
the contextual information will take the practical form of pre-defined data fields in 
the M.I.C.A. forms containing the characteristic elements of the context. 

Form No.lOO 

State of current negotiation - -
Final state -

Key: - Pre-defined field 
E?:22l Free fields 

Figure 5. Schematic Example of a M.l. c.A. Form. 

4.2. M.I. c.A. Information Sharing 

All the Department Representatives can have access to all INS of the computer 
application. 
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4.3. M.I.C.A. Infonnation Access 

Various means of access can be used: search from the words contained in the pre­
defined fields, use of a search engine for specified fields, etc. 

4.4. M.I. c.A. Capitalization of knowledge and of know-how 

Thanks to the M.LC.A. software, Non-Structured Information exchanged between 
the members of the team can be traced. Thus, software packages applying data 
analysis techniques can then be used [10]. The goal is to propose a practical solution 
to derive expert rules from the corpus of M.LC.A. based on the suggestions of a 
software tool. The analysis of linguistic data (using data-mining techniques) can be 
divided into two main families : factorial analysis and hierarchical classification. 
Hierarchical classification techniques have been selected because they were 
previously used at EADS. 
Three main methodological phases are identified to perform a data-mining search: 
• Constitution of the corpus: In our case, we select a set of forms of M.LC.A. 
• Automatic indexation: automatic phase to build a lexical index representative of 

the corpus. 
• Automatic classification: There are two kinds of hierarchical classification 

algorithms: top-down and bottom-up hierarchical classification. A tool based on 
bottom-up classification has been chosen because this kind of tool goes into the 
detail of the associations of terms constituting the text 

After several iterations on the data contained in M.LC.A., four clusters of terms can 
be obtained. These clusters (modeled as graphs) can be completed by an expert 
giving a meaning to connections (arcs of the graphs) with semantic terms. 
Finally, these graphs can be translated in the form of if-then rules. For instance, 
examples 1 and 2 of cluster parts of Fig. 6 can be translated into IF-THEN rules as 
shown on the figure. 

( Part I }--
trigger 

i ¢ C0 assemblage IF (Assembly) of [part 1] and [part2] 
THEN [Problem parts 1+2] 

(rigger 

Part 2 r- And 

IF [Problem parts 1+2] 

(2) can be solved ¢ THEN (can be resolved by) 
[Solution problem parts 1+2] 

Figure 6. Examples of IF-THEN rules derivedfrom term clusters. 

The objective assigned seems to have been achieved because we have a way to 
derive expert rules from the suggestions of a data-mining tool. Nevertheless, to be 
more exhaustive in terms of elaboration of possible rules, it would be advisable to 
use a tool based on top-down hierarchical classification to edit more significant 
classes [II]. Further research needs to be done in this way. 
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5. PATIERNS 

Thanks to data-mining tools, we are able to elaborate IF-THEN rules. We now 
tackle the problem of information use with the pattern concept [12]. Our objective is 
to adapt the pattern approach according to target, i.e. to exploit IF-THEN rules. We 
have used the Gamma formalism by retaining and adapting only the six headings 
that were judged essentials. These headings are listed in Fig. 7 [14]. 

Name: Name of the pattern. 
Classification: relating to a predefined field in the M.I.C.A. form. 
Intention: problem to which the pattern addresses. 
Context: context of the problem characterize with predefined field of M.I.C.A forms. 
Motivation: a scenario of application of the pattern describing panicular problems. 
Semi-formal description: solution suggested by the pattern. 

Figure 7. Example of pattern headings. 

6. EXPERIENCE FEEDBACK 

Currently, without the M.I.C.A. software, members of the Integrated-Team are in a 
difficult communication mode which is based on a rumor phenomenon. Conversely, 
with the M.LC.A. approach, the members can write (which implies a contractual 
connotation) informal information that is not validated at 100%. Therefore, errors 
can be visible to all. A suspicion phenomenon can result. However, this should be 
balanced by the individual observation of the M.LC.A. advantages in terms of 
structuring, sharing, and accessing information. These advantages lead to project 
consolidation anticipation. To be effective, MJ.C.A. has to be based on some 
confidence within the Integrated Team, it can indeed support this fact. By defining 
exactly what can be shared by M.LC.A., this would contribute to unify the 
Integrated-Team around M.LC.A. acting as a shared knowledge base. 

7. PERSPECTIVES 

The experimentation of the M.I.C.A. approach appears to be successful. However, at 
least seven major topics should be further investigated: 
1. Identification of the NSI captured by M.I.C.A. 
2. Identification of the knowledge and know-how capitalized by M.LC.A. 
3. Genericity of the M.LC.A. approach and potential application to other contexts 
4. Connections between Structured, Semi-Structured, and Non-Structured 

Information systems 
5. Aggregation of various tools of communications to propose a homogeneous 

communication environment. 
6. Use of new information technologies to favor the use of the M.I.C.A. 
7. Generalization to large engineering teams. 
This list is not exhaustive. These are topics that should be taken into account to 
undertake other experiments and before a generalization of the M.I.C.A. approach 
can be made. The M.I.C.A. approach thus opens new perspectives in collaborative 
work. 
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8. CONCLUSION 

The paper argues that actual means of communication used in engineering can 
hardly support Non-Structured Information. This is the reason why a tool called 
M.LC.A. has been implemented and tested in industry. At the beginning of the 
design cycle and product development, M.LC.A. intervenes as a communication tool 
using forms on screens which crystallizes the efforts of the Integrated Team 
members and thus facilitates work in a Concurrent Engineering environment. 
Afterwards, M.I.C.A. can be used to capitalize the knowledge and the know-how 
deployed during the project. This tool is also able to structure, share, have access, 
and capitalize information through an Intranet infrastructure. It has been 
implemented and put into operation in an engineering team of twenty people in May 
1998 at EADS. Improvements have been identified and are being taken into account 
in the framework of other experiments. 
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A KNOWLEDGE-BASED ENVIRONMENT FOR 
MODELLING AND COMPUTER-AIDED PROCESS 

PLANNING OF RAPID MANUFACTURING 
PROCESSES 

Abstract. This paper introduces a knowledge-based environment dedicated to the choice of rapid 
manufacturing processes. Rapid manufacturing processes are not limited to layer-manufacturing 
machines, but they also integrate CAD, reverse engineering, indirect methods for metallic and plastic 
part manufacturing. etc ... 
Due to short delays, people have no time to test and compare different solutions of rapid manufacturing. 
Tests are also money consuming and it is vel)' difficult for someone to know all about industrial 
technologies and to be able to evaluate a multi-criteria choice at a time. 
The aim ()f the presented knowledge-based environment is to propose, from the client requirement, 
different alternatives of rapid manufacturing processes, which can be ordered and optimised when 
considering a combination of different specification criteria (cost, quality, delay, aspect, material, etc .. .). 
At present a .first version ()f the conceptual model has been implemented on Kadviser platform and 
validation tests are ongoing based on industrial case studies. 

I, INTRODUCTION 

Currently, in the field of rapid proto typing, a great number of new technologies 
joined already more conventional ones, and they did not have of cease to progress, 
This is why today the possibilities are multiple and varied to obtain a prototype, 
tools, a series of part... But, considering the number of processes, materials, 
machines, subcontractors ... , there are means more or less judicious to obtain the 
desired results (AFPR, 2001 ; Bernard, Taillandier, 1998; Wolhers, 2001). 

In this number of solutions of processes, of possible subcontractors, a system of 
assistance to the choice of the various processes of rapid manufacturing should thus 
allow many services of the companies to share the knowledge and the solutions 
delivered by the technologies. 

Due to the short life cycle of products, companies have to adapt their 
development and industrialisation organisation in order to reduce time-to-market, 
based on numerical information that has become the reference for the product. In 
fact, new challenges concern the capability to manufacture the just necessary 
number of products at a given price. The main consequence is flexibility for tool 
manufacturing with low-price and consumable tools, instead of very cost-consuming 
ones. This is possible because of numerical information, used along the complete 
development of the product, and due to new materials. But, consequently, it is 
necessary to validate product and process concepts very early during the design 
stage. Some recent developments in rapid manufacturing allow such possibilities 
(Bernard, 1998; Xu, Wong, Loh, 1999; Zhang, Ajmal, Yang, 1995), 
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These examples show that the dynamic evolution of technologies is not easy to 
take into account in real time. This is why it is strategic to find the just necessary 
process for given specifications. 

What is proposed in this paper is an approach dedicated to knowledge and know­
how modelling for computer-aided process planning (CAPP) from given 
specifications (type of part, material, delay, quality, colour, etc ... ). 

2. CAPTION AND MODELLING OF KNOWLEDGE 

Knowledge is defmed in a general way as being the unit of the know, the 
experiments, the rules and the expertise (Kassel, 1995). 

Three categories of knowledge have been distinguished: 
- Knowledge relating to knowing: it is descriptive, static, directly usable and is 

acquired while being informed, information is thus the privileged vector of this type 
of knowledge. 

- Knowledge relating to making: it is dynamic and generally corresponds to 
methods or procedures, the privileged vector of this type of knowledge is the 
training. 

- Knowledge relating to understanding: it results from the emichment of 
knowledge relating to knowing and making obtained through the experience sharing 
lived by different people, in more or less close contexts. This knowledge is not 
directly transferable, the communication is the privileged vector of this type of 
knowledge. 

The capture and modelling of knowledge suppose a step of identification of 
relevant pertinent knowledge in order to allow its management. 
Knowledge formalisation and management are significant elements, which for these 
ten last years have worried many industrialists. 

Today, the field of rapid prototyping, and even more rapid manufacturing, come 
within domains where each actor represents his technologies, and its competencies 
represent only one small part of the complete field. The interest for a company to 
model technologies and the knowledge of the field, is to pre-empt the future needs, 
to capture and model in a field without being tributary of the expert, who can leave 
to the retirement, competition or to even be sick. .. In fact makes it capitalise the field 
of rapid manufacturing by means of computer, makes reliable, makes safe, and 
perpetuates the knowledge and know-how (Perpen, 2000). 

With the objective of computerisation, it is necessary to give a physical and 
static representation of the field in order to make it possible to limit and know the 
various values to be handled and intervening in the field. It is the first work of 
analysis, it makes it possible to include/understand, then to generalise the 
mechanisms in order to draw a certain number of concepts, principles and heuristic 
governing the field. Once this work is carried out, it is used as a basis for the system. 

The processing of knowledge capture and modelling can be broken up into several 
categories: 
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- The acquisition of knowledge is specific to the fields and to the problems to be 
treated. This knowledge, primarily symbolic, often expresses relations between 
objects, but also formal or numerical calculations on these objects. 

- The representation of knowledge according to models; as general as possible, 
as independent of the processing as possible and sufficiently semantic so that the 
acquisition of knowledge is easy. 

- The implementation of the reasoning on this knowledge which results in 
models of handling of knowledge more or less general, related to the models of 
representation translating the principles of reasoning by the absurdity, recurrence, or 
by analogy. 

- The control of the reasoning and its implementation on specific problems to 
reduce the space of search for solution. 

- The explanation of the reasoning in two objectives: 

- to leave a detailed trace of the reasoning undertaken with the developer of 
the system 

- to give a concise explanation to the user of the system 
- The revision of knowledge must determine up to what point one can modifY in 

the established knowledge as a preliminary and consider an automatic revision of 
knowledge (maintenance of coherence). 

3. MODELLING OF KNOWLEDGE 

The problem of the representation of knowledge consists in finding a 
correspondence between an external world and a symbolic system. Knowledge that 
the computers usually handle is of a numerical nature. The expert system of 
assistance to the choices of the various processes of rapid proto typing, has as a 
principal objective, to answer a need capturing and modelling of the knowledge and 
know-how in the field of rapid manufacturing (Bernard, 1999). This is like restoring 
a relevant orientation in term of process solution to the case imposed to the various 
actors (Rechenmann, 1995 ; Rechenmann, 1999). The schedule of conditions of the 
application emphasises two great phases of use of the environment to be set up: 

- The capture and modelling of knowledge, which represents the whole of the 
parameters, the behaviours and the variables to be integrated in the expert system, in 
order to be representative of the field. This has to be introduced into the system by 
the experts and by the knowledge engineers. 

- Extraction and exploitation of knowledge, represents the service accessible by 
the users, this service results in a solution in terms of processes, technologies, 
subcontractor ... according to the various specification of the part that the user 
defines. 

Modelled knowledge should represent the processes and the technologies used in 
rapid manufacturing. The models representing the processes and the technologies 
are representative of the significant aspects and criteria of decision. The criteria 
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indicated by the user in the schedule of specification have similarities with the 
criteria of the processes figure I and meta-technology figure 2, so then allowing a 
correlation making it possible to generate a solution. 

Knowledge is of type capacitating, behavioural and environmental. In other 
terms capacitate material, type of machine, minimal thickness of realisation, 
dimensions... Knowledge of the behavioural type results in the difference between 
the input and output states of the process. Environmental knowledge defines the 
context of manufacture, the parameters of delivery (time, cost, quality, ... ). 

The modelling of knowledge will be carried out within a system, which will 
make it possible to store various knowledge classified by processes and by 
technologies (SME, 1999). 

The cognitive model of process (given on figure I) represents the structure 
making it possible to the experts to model examples of processes (case studies) and 
technologies used in the field of the rapid manufacturing of products. 

The cognitive model of specification makes it possible to the user to inform the 
various constraints associated with its need, and on which the system will base its 
reasoning. 

The model of specification is a significant element of structure, because it allows 
the user transcribing its need of a formal manner, and allows then the system 
working on the stored objects (technologies and process). One of the possible 
solutions for reasoning should be the comparison of the user specification with the 
stored technologies, processes and meta-technologies which allow of define the 
procedure of solution. 

TFXT 

'.0",,0000 I 
( "n'p(),.,,~ 
C{VT'f',,"F><l 

c"mpwdl 

"0 ~: 9 
~==========;;~T~EC~H~~t~~'LC2"~~Y====== 

TexT 
(apab,l>tv 
In,balstatE> 

(01'81 ,,(dIe 

1'.1,,,,,,,,1,>,,. ,,\ dr·IIV"'Y 
m[lnufeC[urcor 

(.J)JJA1JILll~ 

::OIAI!:: 

,~(JM,'AN, 

h~~ 5ubL0ntracto~s ~. __ r::r=.MD""NY 

--------_._---

SCHFnlJI F rompc>",,,,.1 J 
S 1 ATE <:'Dmposed 
:::~TATC c'_'mpo'>ed 

pa'-an)eters oT delivery f-'~AMl::.lI:::H::; Or- UI;:LlVcf.,'\, compo5E>d 

- .. ---~-~-----------------------.-

Figure I. Part of the process cognitive model. 

lLJndam",ntal 

cornposo?d 
composed 
';<.JIl'f."!""U 
, 0I11PO""<] 

compos"'d 
compnS""d 
c()mposed 



www.manaraa.com

CAPP FOR RAPID MANUFACTURING PROCESSES 89 

The third major element in the system is the model of knowing of technical 
manufacture and represented by the model of meta-technology (given on figure 2) 
and by the model of technology. A meta-technology is the generic class of 
technology having as common point a given technology of fabrication. For example: 

- stereolithography meta-technology gathering SLA 3500 technology type, 
- powder sintering meta-technology gathering EOSINT P350 technology type. 

Structurel model meta teet-,na',ogy 

ACTOR 
name TEXT fundamental TYPE OF USER 
first name TEXT fundamental user 
type of user TYPE OF USER enumerated knowledge engineer 
to create the meta technology exPert trade 
to mform the meta teChnology 
to modify the meta technology 
to remove the meta technology 

':~, 1;~ e~pe ra.~~ knowl ~~e engineer 
0,: 

META TECHNOLOGY 
Ust meta technology hailing preceded tillS one META_TECHNOLOGY composed 
list meta teChnology haVing be before thl5 one META _ TECHNOLOG Y composed 
list of the matter produce by !titS meta technology MATTER composed 
LiS! technology composing thiS meta technology TECHNOLOGY compos€'d 
list of the last model at output of thiS meta technology MODEL IN ENTREE composed 
list of the first model In entree of thiS meta technology MODEL AT OUTPUT composed 
to create the technology 
to Inform the technology 
to rrod~ly ~he technology 

to remove the iechnoloav 

Figure 2. Part of the cognitive meta-technology model. 

The meta-technology and the technology are elements that constitute the 
knowing, these two models are defined and introduced in the system only by people 
having the technical knowledge; these are thus the experts as well as the knowledge 
engineers who have the privilege to implement the base of new technologies. 

4. USE OF THE CAPP EXPERT SYSTEM 

For the utilisation of the CAPP system we set up two types of reasoning allowing to 
bring different functionalities, closely connected to give a real efficiency in order to 
satisfy the various user's needs (figure 3). 

Based on these kinds of reasoning the user has to fill the various fields of the 
specification form. All these parameters do not require to be informed because some 
are not known and are not of primary importance for the treated case. This form 
includes all the parameters relevant for the definition of the user needs. 
During the description of the various parameters of the user specification, the system 
makes the first reasoning, making it possible to simplify the tree structure of the 
various meta-technologies as well as technologies. 
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speciflcaUons 

knowledge base mell.\lU&efII~1IY 

.. ---.~~ 

Figure 3. Schema representing the two types of reasoning applied in the CAPP system. 

To allow a rapid and efficient simplification and a fast reasoning, an example of 
criteria making it possible to create the first outline of process solution is: 

- Type of model in input 
- Typology of the material for the final desired part 
The type of model in input makes it possible to define all the processes and the 

meta-technology having the same type of model in input as that by the user. 
The typology of the material of the final part makes it possible to define the 

meta-technology as well as the processes potentially capable to produce a part in a 
coherent state compared to the specification, or potentially able to be the final 
process of the required solution. 

Then the system analyses if a process has the two both elements (typology of the 
material and type of model of input). In this case, the process is made up only of one 
meta-technology, and in consequence of one technology. Then, if the system does 
not find any type of process having the typology of the material and the model in 
input, it generates a solution by bottom-up output generation of process. It starts 
from the final meta-technology and see for a meta-technology such as its material 
typology is coherent with the one in input of the final meta-technology. This is 
repeated for all the final processes, and then gradually in order to determine the 
complete solutions archived when finding the first possible processes, corresponding 
to the type of model in input given by the user. 

It is clear that the various criteria making it possible to select the proposed 
solutions between the various processes constituting each one a potential solution 
are more numerous than the two ones used for the example. 
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5. ACPIR CAPP APPLICATION 

Some part ofCAPP system screen is presented bellow (figure 4). 
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Figure 4. Part of screen and corresponding attributes of the model of state. 

To model the knowledge and know-how of the field, we chose to use an 
industrial expert environment, a system containing knowledge, Kadviser (CEGOS 
KADETECH, 1999), which allows from its intrinsic construction: 

- An object based representation. 
- The modularity of the base of knowledge. 
- A communication with external applications, using DBMS standard (Data 

Base Management System), geometrical modeller. .. 
- An easy and user-friendly interface with the various actors using this system. 

Kadviser is a generator of expert system including an inference engine for constraint 
propagation based on the mathematical logic of command 1, allowing the non­
monotonous reasoning by management of assumptions on the objects which are 
handled through typified and quantifiable variables. The mechanism of inference 
and the principle of resolution are non-monotonous and based on a non-configurable 
logic by the user. Because of this mode of reasoning, Kadviser knows the opposite 
of any rule and includes the deductive non-complete. Its capacities of simulation of 
reasoning, as well as the potential for the processing of overstrained problems 
(without precise solution), under constrained (multiple precise solutions) or even 
complete (single precise solution) confer the possibility of treating expert 
applications in different fields . 

The global application menu is used as command interface with to the user, 
making it possible for him to interact with the CAPP system (specification 
definition, solution collection). The model in input makes it possible to define which 
are the various processes, which have the same starting state. 



www.manaraa.com

92 A. DEGLIN, A. BERNARD 

6. CONCLUSIONS 

In conclusion, the ACPIR CAPP expert system for the assistance to the choices of 
processes of rapid manufacturing makes it possible to model the knowledge and 
know-how of the field. Its main objective is to make it possible to the various users 
of the system to fmd, whatever their need, a solution through the system. 

The first phase carried out at the time of this project was the census of 
technologies, the processes, the criteria, the procedures and behaviours, the uses and 
habits of this field. This stage of cognition allowed highlighting and implementing 
the structures and functions to be integrated into the CAPP expert system. In parallel 
search and analysis of a great number of fast case studies in the field of rapid 
manufacturing has been carried out. 

With this stage followed the phase of formalisation and object modelling of the 
specifications representative of the need, processes representative of the case 
studies, and meta-technologies and processes representing technology used for the 
various stages of prototype part manufacturing. 
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Abstract Optimization of quality, cost, and time is still one of the industry's general ob­
jectives. We present here a malfunction approach for decision making processes. 
This allows the evaluation of decisions and then, the optimization of decision 
making processes. We introduce the concept of Decision Time Line (DTL) which 
models the decision process from the request to the answer. In addition to this 
temporal description of malfunctions, we highlight that it is possible to give a 
characterization of these malfunctions. Then, we focus our research works more 
particularly on decisions considering the choice of actors in product design pro­
cesses. We propose, on one hand, an evaluation of malfunctions appearing in such 
decisions and, on the other hand, a methodology that helps to find appropriated 
recommendations to avoid them. 

Keywords: DTL, decision, project, malfunction, evaluation. 
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1. Introduction 

The aim of any firm is to make profit. Firms reach this objective by designing 
products which fulfill consumers' needs. In order to help firms in that direction, 
first of all, products have been optimized by methods such as Value Analysis, 
Quality Function Deployment, Robust Design... Then a reflection about the 
design process has been conducted to reduce cost and time and to improve 
quality. 

The problem that interests us here concerns the study of malfunctions in 
decision making processes. Questions which directly arise from this are about 
the definition of a malfunction, the criteria to characterize it, and also the way 
to define a typology for the malfunctions representation. Moreover, in this 
research work, we are trying to build two kinds of tools: tools to detect mal­
functions, and tools to evaluate their impacts on the process. At the very end 
of this study, we hope that we will be able to propose methodologies that give 
recommendations "at the earliest" in a decision making process so as to avoid 
malfunctions. 

2. Field of inquiry 

Industrial projects provide a frame of potential malfunctions. Indeed, team­
work, material means and resources sharing, concurrent and simultaneous engi­
neering can lead to different kinds of difficulties: lack of a particular resource, 
objective or environment bad understanding, actor's state of mind... These 
breakdowns within processes appear quite often but seem to be hazardous. 
Their origin can sometimes be identified but nothing is done to make their de­
tection possible and to try to reduce them. However, a study realized by the 
Standish Group International [5] highlights that, among 8,380 computer appli­
cations, only 16% of projects had respected the objectives in terms of cost and 
time, and offered only 42% of the initially specified functions. Moreover, 53% 
of projects cost more than 189% of initial budget and 31 % of computer projects 
never finished. 

A functional analysis of process modeling has led us to four characteristics 
of a sufficient representation model: i- the development process is a decision 
making process in which questions are conceived, accepted, and answered, ii­
time appears as an evolution parameter, iii- the human factor has an impact 
on the processes, and iv- the interactions between resources are important for 
such a systemic based model (human or inanimate, concrete or conceptual). 
To further focus on the modeling approach, we have chosen a "dysfuntions" 
analysis of the decision making process. According to Bana e Costa [1], such 
a study does not consist in the quest for the optimum as the only solution, but 
as a help for decision making. 
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Figure 1.1. A network of actors and resources. 

A capitalization database provides a mean for malfunction prediction, by 
capturing the firm's experience from prior decision making tasks. Software, 
accessing the capitalization database, and the decision making model, can give 
an early warning to a decision maker when an action or decision making strategy 
is likely to lead to a known malfunction, and consequently to a problem in cost, 
time, or quality. Such a capitalization database can also be used to conduct a 
statistical study of malfunctions within the firm. A set of examples involving 
malfunctions observed in industry will be presented, and analyzed using our 
methodology. 

3. Presentation 

Our purpose is to study malfunctions within a network of actors, which 
represents the firm. The main idea is that any organization can be viewed as 
a graph, as shown in Figure 1.1, where the nodes represent firm resources or 
competencies, and arcs the existence of potential relations between resources. 

Actors and resources belong to the firm means. But, whereas an actor can 
make decisions, a resource cannot make any. According to Kolodner [6], de­
cision makers elaborate their own personal reasoning process thanks to their 
experience. An expert decision maker, for Shanteau [12], is "someone who 
can make sense out of chaos". The assembly of actors represents the available 
competencies for the firm. Competence is the capacity for an actor to execute 
an elementary task within a project. Particular competencies are essential for a 
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given task in order to reach the objective. Actors are chosen according to their 
competencies, and availability. Two steps in the process are fundamental: 

• the competencies identification: issued from the analysis of the neces­
sary technologies (with as much uncertainties as new technologies are 
concerned) considering Quality, Cost, and Time constraints, 

• the actors identification: issued from the analysis of the available actors 
who have the competencies identified previously. 

Three kinds of relations can be drawn on the network: 

• r(AI, A2 ) : Al knows the competencies (and their levels) of the actor 
A 2 , 

• r (A I, Ri ) : A I has the competence to use Ri. However, his levels of 
competencies may not match with those required by AI, 

• r (Rj , Rk) : Rj needs Rk to perform some tasks. 

In this article, we are interested in the relation r (A I, A2 ) between two human 
actors within a decision making process. We study more particularly decisions 
that concerns the choice of an actor (illustrated by Figure 1.2) among all the 
potential actors of a firm to perform a given task. We call hereafter DECISION 

MAKER (AI in r(AI, A2 )) the actor who is making the choice, and ACTOR the 
one who is chosen. With respect to Simon [11], we believe that it is possible 
to model human reasoning processes, and information treatment, and that each 
decision has, as a starting point, the projection of the real expected situation, 
and the objectives. 

So as to describe this process, we propose a decomposition of the Decision 
Time Line (DTL) into six phases (Apprehending, Identification, Negotiation, 
Analysis, Capitalization, Transmission). Among these six phases, the Identifi­
cation phase is where a given objective can be decomposed into sub-objectives. 
If an actor does not have the competencies to perform a task completely, the 
global objective is decomposed, and, at least, an additional actor is chosen to 
reach some of the sub-objectives. Once the objective is decomposed, the DECI­

SION MAKER has to identify the ACTORS having the competencies (Durand [4]) 
to reach the sub-objectives, and to choose among them the best with regards to 
Quality, Cost, and Time. The objective of the study is to analyze malfunctions 
which may create disorder in such decision making processes. 

4. Definitions 

A project is a process engaged to satisfy a need defined with specifications. 
An objective is the translation, at different levels of the project (strategic, tactic, 
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and operational), of the need written in the specifications. A project is imple­
mented to reach an assembly of objectives. A decision process is a route of 
decisions over a network of actors to reach a fixed objective, limited in time, 
and value. Then an elementary task is the realization of an objective by an 
ACTOR who is supposed to have the level of competencies required by the task. 

As far as there is no balance between what we want, and what we get, there 
is, according to us, malfunction in the decision making process. As said by 
Rees [10], "Failure is related to purpose". So, the importance of a malfunction 
is measured by the gap between the result expected before the realization of an 
action, and the result really obtained once the action is done. This gap can be 
positive or negative. For instance, choosing an actor with a level of competence 
higher than required is considered as a malfunction. 

At last, a decision is an action which can have an effect on resources, actors, 
constrains, and/or objectives. According to us, a decision is a process that leads 
an actor to answer a given question. Referring to Crowley [3], a decision, to be 
rational, must mirror the actor's state of mind. Each decision induces a change 
of state. The kind of decisions that we consider here is the choice of an actor 
within the strategic, and tactical levels of the decision making process. Such 
decisions can be made from the Executive Office at the strategic level up to the 
Drawing Office at the tactical level. 
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Figure 1.3. Scheme of decision making process. 

s. Decision Time Line 

Working on decision process, we illustrate its various aspects with the help 
of the Decision Time Line (DTL). The DTL is constructed in concert with the 
conceptual architecture for identifying potential malfunctions. The time line 
includes four main phases, some of which are not connected. The figure 1.3 
brings out a general scheme of this dynamic representation: the DTL covers 
indeed the decision making process from initial request (question formulation) 
to final chosen solution (answer). 

The first phase regards the primary DECISION MAKER in the sub-process of 
considering a request for a decision, followed by a negotiation phase which 
represents the interaction between the primary actor, and other actors in order 
to build together the environment of the request (i.e. ground rules in terms of 
time, resources, and type of decision required). 

If this initial negotiation leads the primary actor to consider the request, then 
this one is identified. The identification includes decomposition of the request 
into sub-requests when necessary, and the identification of the competencies 
needed for each task. 

The next phase, which we call analysis phase in this paper, deals with coor­
dination/synthesis (if the request has been handled, at least in part, by others) 
or problem resolution/decision making (if the request is handled directly by the 
ACTOR). 
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When ready, the decision/answer and its request environment are docu­
mented, capitalized (Lewkowicz [9], Stal-Le Cardinal [13]) in a database, and 
the results returned to the actor who made the request. 

This graph may be developed for each phase, and for different levels of 
decision making within a single phase. Using this representation, we can ex­
amine the evolution of a request in network-space from several perspectives or 
schemes. That kind of dynamic relations can highlight how actors are chosen 
to give answers/participate in decision making, or why non-human resources 
such as software are used. 

A unique evaluation tool (to identify, and characterize malfunctions) is as­
sociated with each of these phases. Using our model, it is possible to give 
a temporal characterization of malfunctions as well as a functional character­
ization that allows classification of various malfunction types. The various 
stages in the DTL are delineated so that important malfunctions are emphasized 
because we do not intend to represent all malfunctions in design processes. 

6. Evaluation 

The malfunction evaluation method is motivated by the typical Quality, Cost, 
and Time trio applied on the DTL (the decision process itself), its result (the 
choice of actors), and its effect on the product. For instance, the evaluation of 
the cost aspect for a given malfunction considers the cost of the decision process, 
the cost of the chosen actor, and the cost of the chosen technical solution. 

The DTL is here used to solve management process problems. Our field of 
observation is the decision process, and its results. The particular decision, we 
are interested in, is the choice of an actor to accomplish a task. This is the 
source of potential "project" malfunctions. 

7. An analysis pattern 

Our analysis pattern is, on the one hand, based on a systemic representation 
of malfunction, and, on the other hand, enhanced by a decomposition into sub­
criteria defined by an analogy with failure in maintenance. A comprehensive 
treatment of maintenance concepts may be found in the book by Boucly [2]. 
Figure 4 is a graphical representation of the characterization of a malfunction. 

The Ontological, Genetic, and Functional axis, defined by Le Moigne [8] 
within the systemic, are the basement of the characterization of malfunctions, 
as shown in figure 4. 

The Ontological axis defines what a malfunction is: it is due to a partial 
or complete non-respect of the DTL, and appears in one phase or more of this 
decision making process. A malfunction is also characterized by its stochastic 
aspect, i.e. its speed of appearance, its fugitive aspect (or not), and its frequency. 
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Figure 1.4. A characterization of malfunctions. 

The Genetic axis defines the evolution of a malfunction. Two notions are 
concerned here: its origin (inner or external) within a project, and its threshold 
of consideration. 

The Functional axis defines how damaging a breakdown is, what a malfunc­
tion generates, and what is the gravity of its impacts. 

In fact, the Functional axis is the quantitative evaluation of malfunctions, 
and also the link between a malfunction, and recommendations. 

8. Recommendations 

As said previously, the gap between an objective and its realization can be 
measured by three different but additive ways: Quality, Cost, and Time. For 
each of them, we also have three factors: the Decision process, its Result, and 
the result on the Product. That leads to three relations: 

Gaptirne = GaptirneDTL + GaptimeDTLresnlt + GaptirneTech.Sol. (1.1) 

Gapcost = GapcostDTL + GapcostDTLresult + GapcostTech.Sol. (1.2) 

Gapq1Wlity = GapqnalityDTL + Gapq1WlityDTLresl1.lt + GapqualityTech.Sol. 

( 1.3) 
Whereas for Time, and Cost relations we have only one unit (time or money), 

we have to face up to different units for the Quality evaluation (competencies, 
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technical characteristics ... ) that makes it much more complicated. A complete 
decision making process for the choice of actor is proposed to evaluate Quality 
aspects. The quality criterion is satisfied only if the six stages that constitute 
this process are respected. The first three steps correspond to the decomposition 
of the Identification phase of the DTL, and the last three ones, of the Analysis 
phase. This decomposition is used to fulfill two objectives. First of all, it leads 
to a plan of action to reduce risks of malfunctions during a decision making pro­
cess (preventative action). Then, for the analysis of a past malfunction, it gives 
some help to find recommendations to avoid future malfunctions (corrective 
action). A malfunction is often a combination of problems referring to Quality, 
Cost, and Time all together. We therefore elaborate a Gravity Function, that de­
termines the gravity level of a malfunction. Recommendations, obtained here, 
are specific recommendations elaborated with respect to the firm, its culture, 
its strategy, and the way resources are managed. Their purpose is to annihilate 
the gap created by the malfunction between the objective, and the result of the 
task. We are currently in the validation process of our models, methods, and 
recommendations in an industrial context. Results will be presented in the final 
paper. 

9. Conclusion and future prospects 

So, at this stage of our study, we are able to identify a malfunction in a deci­
sion that consists in the choice of an actor. Then, we analyze and evaluate it so 
as to estimate its relative gravity level. At first, only priority malfunctions can 
be taken into account so as to look for their causes, and then give recommen­
dations. We have elaborated three main dependency trees (for Quality, Cost, 
and Time) that represent links between a malfunction, and causes. But it is 
important to notice that recommendations are context dependent. Even if it is 
always possible to give a list of actions to avoid a malfunction, the pertinence 
lies in the capacity to elaborate a strategy of actions so as to always avoid such 
problem. 
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A DECLARATIVE APPROACH TO A 2D 
VARIATIONAL MODELER 

Abstract. The goal of this paper is to present the interest to define a geometric declarative modeler 
according to the needs of the associated solver. The modeler presented will seem, in a first view, of a 
complex architecture. A more detailed description of the modeler allows the presentation of the geometric 
constraints management. The interest of such approach is finally illustrated by the solver presentation. 
This solver, divided in three modules, allows a reliable and fast resolution of the geometric problems. 
Indeed, each module has been defined to optimize the resolution in terms of time and robustness. 

1. INTRODUCTION 

For few years, CAD systems have been oriented toward a parametric approach. This 
technological choice has been motivated by user requests. Indeed, a product is 
designed to come up to its specifications. Unfortunately, the initial needs are rarely 
defined from a geometric point of view. The geometric constraints are essentially 
the consequences of the functional constraints. So, the geometric representation of a 
product evolves continuously to conform to the user specifications. The CAD 
systems have to allow the designer to modify/update rapidly a model to satisfy the 
user constraints. To this end, few variational or parametric geometric solvers have 
appeared. Furthermore, some approaches, initially defined to solve geometric 
problems, are not able to include engineering constraints (for example: equations 
between the dynamic equilibrium of a part and some shape parameters). Some other 
approaches, based on a powerful mathematical solver, have been deviated from their 
initial aim: solving a geometric problem generally badly defined, i.e. locally over 
and under-constrained, and finding an intuitive solution for the user. 

This article shows how, with an original geometric modeler, a promising 
geometric solver can be worked out. The modeler originality comes from its perfect 
compatibility with the solver (at the opposite to the current technology in which a 
variational or parametric solver has been added rather than integrated). The 
following section describes the modeler approach. The subsequent section presents 
the integration of the constraint information in the modeler. The last section details 
the main treatments performed in the solver. 

2. MODELER PRINCIPLE 

In case of a B-Rep approach, a geometric object is defined by a set of elementary 
geometric elements linked together with topological relationships. A way to define 
an elementary geometry is to place a set of characteristic points in the user 
workspace and for some of them, to add complementary characteristics (for 

105 

1'. Chedlllail et al. (eds.), Integrated Design alld Mal1l(/acturing in Mechanical Engineering, 105-112. 
©2002 Kluwer Academic Publishers. 



www.manaraa.com

106 D.LESAGE,J.-C.LEON,P. SERRE 

example: a circle is defined by its centre point, its radius, ... ). Generally, the 
position of a point is known by its coordinates in a reference frame. So, the position 
of a point is an absolute position in a particular frame. This frame is absolutely 
useless to an intrinsic defmition of the object. The significant information of 
geometry is the relative position between each elementary geometric element. 
Indeed, the main idea of this modeler is to describe the position of each element in a 
natural way: an element is known only with its dimensions and/or its position with 
regard to other elements. There, the relative position of each characteristic point is 
sufficient to define the relative position of the geometric elements of a part. This set 
of points and relationships is called the skeleton. 

To add data about the geometry, a skin is attached to the skeleton. The skin 
defines the surface geometry. It is a set of elementary entities linked together by 
topological relationships. Each skin element is defined by its characteristic points, 
which are localized in the workspace by the skeleton. A geometric object is entirely 
defined by the set skeleton/skin (see Figure la). 

a) 

Geom Object 

Figure 1 .a) UML representation of a geometric object. b) UML representation of a skeleton. 

The proposed modeler is a declarative modeler, i.e. each object is solely 
described with a set of relationships with other objects and by its intrinsic properties. 

The skeleton: The skeleton has to contain all the necessary data to position its 
attached set of points in space. It defines a rigid structure on which a skin is 
attached. The parts, which make up this robot, are beams of variable length and 
connections that define the angle between two adjacent beams. According to the 
connections, the nacelle can be positioned at every point of the 2D space. 

The skeleton positions the set of characteristic points of the geometry with the 
same approach. Each characteristic point is linked to the extremity of a bipoint i.e. a 
hidden point. The bipoints represent the beams of the elevator. A hidden point is 
used as a connection to link the bipoints together. The second function of a 
connection, i.e. to define the angle between two beams, is performed by two other 
entities: the unit vector and the angle. By definition, a bipoint is associated with a 
unit vector. So, the angle between two bipoints is defined by the angle between two 
unit vectors. 

Starting from these four elements, a data structure (Figure I b) has been defined 
to store the necessary information about a skeleton. It is important to note that the 
position of the point obtained with this formalism is a relative position. 

With a declarative approach, a point is known as soon as it is created. There is no 
reason to position it as long as it is alone (Figure 2a). The necessary information for 
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two points is the distance between the two points. This distance is defined in this 
formalism by the modulus of the associated bipoint (Figure 2b). A bipoint is created 
with a unit vector defining the direction and the orientation of a bipoint. The 
position of a third point according to the first two ones is known by the 
characteristics of the bipoints, the vectors and the angle which are needed to 
describe these points (Figure 2c). If their points are aligned, the unit vectors are 
collinear. According to a specification configuration, both bipoints can be carried 
either by only one unit vector (Figure 2d) or two collinear unit vectors (Figure 2e). 

(d) C A ~. (e) C.~'i ~. 
'o! AC(-<,) • AB(e.) AC(e,) AB(e.) 

LJD~ 
(I) (g) (h) 

Figure 2 .a, b, c, d, e) few simple examples of skeletons. j) a simple geometry. g, h) two 
skeletons for the same skin geometry. 

The great point of this approach is its ability to define an object geometry 
according to the user design intent and to the geometric specifications. Indeed, the 
skeleton of a geometries object is not unique. It is built in real time during the sketch 
definition according the user actions. The user design intent is captured according 
the operations he (or she) has conducted. For example, the Figure 2f represents a 
simple geometry. A skeleton (Figure 2g) was obtained by the definition of the 
geometry with a polyline tool while another one (Figure 2h) conveys the user design 
intent to position the four points with respect to a fifth one. 

The skin: The skin contains all the information about a B-rep object: 
a set of elementary geometric objects to define the geometric support of the skin, 
a set of topological relationships. 
The main difference with respect to current approaches is that the geometric 

elements are defined only by their intrinsic properties. For example, a NURBS is 
defined by its control points, homogeneous coordinates and knot sequence. 

The most frequently used elementary geometric objects in CAD software are 
points and segments. A "real point" is simply attached to a hidden point. A segment, 
which is a finite part of a line, is defined by its extremities. Each extremity is linked 
to a hidden point. The circle, the conics, the parametric curves and surfaces are the 
other entities used in CAD/CAM. All these entities can be described by a set of 
points and by some other characteristics. For example, a centre point and a radius 
define a circle and its position is defined by the hidden point linked to its centre. 

The approach to the representation of parametric curves and surfaces is similar, 
i.e. each control point of a NURBS is linked to a hidden point. A current 
representation of the set of control points is a net conform to the representation of 
the first formulation of the Bezier curves [3]. 

The specifications: The skeleton has to express the geometric constraints 
defined by the user. A polyhedral object can be entirely specified with 13 
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elementary geometric constraints: the TTRS and a set of topologic constraints [4, 5]. 
All the dimensional constraints can be defined by a set of two elementary 
constraints: the distance between two points and the angle between two segments. 
Two skeleton objects defme both constraints: the bipoint and the angle. These 
objects may have a prescribed measure. In case a skeleton object defines a 
constraint, its measure becomes a prescribed value. Thus, the measure is called a 
specification. In the other case the measure is called a variable, its value has to be 
deduced from the set of constraints. The logical constraints like the point - point 
coincidence are defined by logical infonnation in the skeleton. To illustrate these 
concepts, few constraint skeletons are presented. A full example is detailed later. 

1\, ;\, 
(0) 

Figure 3. a, b) two ways to specifY a point - point coincidence. c, d) formal representation of 
a constrained bipoint. 

Point - point coincidence: This elementary logical constraint is defined by two 
ways according to its end. Either this constraint is temporary, so it is defined with 
"an assembly coincidence", or it is pennanent, so it is defined with an "absolute 
coincidence". Two points are absolutely coincident if they are carried by only one 
hidden point (for example, both bipoints of the Figure 3a have an absolute 
coincidence at one of their extremities). When the coincidence is specified 
temporarily, it is interpreted as a logical coincidence of the hidden points: a hidden 
point has a set of coincident points (Figure 1 band 3b). 

Distance point - line: The distance between a point C and a straight line (AB) is 
equivalent to the distances between points C and H, the orthogonal projection of C 
onto (AB) (Figure 3c). The skeleton of this constraint is defined by the constraint 
skeletons (Figure 3d): "point - straight line coincidence" (of H with (AB)), "point -
point distance" (between C and H) and "straight line - straight line angle" (between 
(AB) and (CH)). 

3. THE SOLVER APPROACH 

The global approach of the solver is classical to geometric solver dedicated to a 
CAD/CAM system and is based on a top-down solver approach. Firstly, the 
geometric problem is considered as a whole before a sequence of construction steps 
is derived. Secondly, the construction steps are carried out to derive a solution [12]. 
To this end, the solver is decomposed into three modules: a generative, an analyzing 
and a solving modules. The solving module will not be described. 

To understand the interest of this approach, the solver is under focus. Indeed, the 
modeler has been defined for the solver. Thanks to the solver declarative approach, 
solving a geometric problem is simplified. The position of the various geometric 
elements is only relative to the other elements. So, the geometry is solved locally 
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without paying attention to the final position of the set of geometric elements 
treated. Moreover, thanks to the skeleton structure, the geometric equations (which 
need to be solved) are obtained easily and an efficient choice of equations allows to 
derive a solution equivalent to construction steps with" a rule and a compass". 

Generally, the generative module uses the modeler data added to the set of the 
user's constraints to write the set of data under a structured form. Many approaches 
use a graph, for example Owen and Fudos [9, 12] use a "constraint graph". 

The graphs are highly used in this approach too. Unlike the constraint graph, the 
geometries and the constraints are represented by the same entities in the graphs. 
The skeleton is divided into two graphs. The first one represents the links between 
the "hidden points" and the bipoints. The second one links the unit vectors and the 
angles. A set of equations is generated from these graphs. The equations represent 
the relationships between the various geometric elements of the skeleton. 

Afterwards, the analyzing module subdivides the global equation system into 
subsystems. The system is composed of the generative module equations completed 
by some possibly complementary equations (engineering equations, specific 
equations of the NURBS, etc). This analysis is carried out using a bipartite graph [1, 
11]. The result of this analysis is a resolution scheme, i.e. an ordered set of 
subsystems to solve. 

Finally, the resolution module computes solutions for each subsystem according 
to the resolution scheme in order to obtain the expected result. This module has 
some solver agents. Each agent is a specific mathematical solver dedicated to a 
particular system i.e. linear/non-linear problems, etc. The rule of this module is to 
choose for each subsystem the fastest agent. This approach in three modules has the 
advantage to reduce the initial problem into a set of sub-problems easier to solve. 

Generator: The skeleton is a way to store the geometric information about the 
position of a set of points as well as the geometric specifications with the same 
formalism, in the same database. This forms the basis of the geometric equation 
identification. The skeleton has two categories of dimensional elements. Their 
measure is either specified by the user or defined in the initial sketch. The resolution 
of a geometric problem consists in getting the measure of the non-specified elements 
coherent with the measure of the specified elements. It is based on the geometric 
relationships between the various elements of the skeleton. In the context of a 2D 

problem, two types of relationships can be identified in the skeleton: the vectorial 
closed loops and the angular closed loops. From these relationships, a necessary 
equation system can be derived. The sufficient system is obtained, for a well 
constrained problem, with a maximal set of independent loops. In the case of an 
under-constrained problem, some complementary equations will be necessary to add 
to reduce the solutions to a finite number. 

The vectorial loop: A vectorial loop is a sequence of bipoints such that each 
bipoint of the sequence has an extremity in common with the previous one and the 
other extremity in common with the next one. A loop is known as open (respectively 
closed) if the two ends nodes of the loop are different (respectively coincide). A 
closed vectorial loop is strictly equal to the null vector. From the information 
contained in the database, a maximum set of independent vectorial loops is 
identified. In 2D, starting from a closed loop, two equations are obtained by 
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projecting this loop on two non-collinear vectors (preferably orthogonal). Each 

projection gives the equation Lid, cos(ei,ek) = o where d; is the modulus of the {h 

bipoint, e, the unit vector which defmes the direction of the i'h bipoint, ek the 
projecting vector, (e" ek) the oriented angle between the vectors el and ek. 

In order to obtain simpler equations, the vectorial loops are projected onto two 
orthogonal axes. The first one is defmed by a vector chosen using heuristics. The 
second one is orthogonal to the first one. In this way, the equation system obtained 
has the following advantages: 

the numerical error is minimized. Indeed, we assumed that the numerical error 
depends on of the angle between projection vectors and the minimum error is 
obtained with two orthogonal vectors, 

there is no need to select a second vector, 
the second equation of projection is straightforwardly obtained. Indeed, if eh is a 

vector such that (ek' eh) = + rrJ2, therefore cos(e;, eh) = sin(ei' ek). 
After the choice of the projection vectors has been performed, the missing angles 

are created. Indeed, the projection of a vectorial closed loop onto a vector generally 
uses some angles, which are stilI not defined. To be able to create the equations, it is 
necessary to define these angles. Such an example will be detailed after the 
presentation of the angular loops. 

The angular loops: The angular graph, part of the skeleton containing the vectors 
and the angles, incorporates only the angles necessary to the resolution, i.e. the 
angles allowing the modeler to draw the non specified geometry, the angles used by 
the constraints and the angles used in the projection of vectorial loops. From this 
graph, a maximal set of independent angular closed loops is identified. Each closed 
loop represents the Chasles relation. The interest in using this approach is to find the 
existing geometric relationships between different angles. 

Example: In order to illustrate these remarks, the first stage of the resolution of 
an example is proposed. Figure 4a presents a we II-constrained geometry. Figure 4b 
shows the corresponding skeleton without the angles. Three independent closed 
loops are identified. The graph of Figure 4c shows the angles/vectors defining a 
subset of the skeleton. The angle (e;, eJ) is noted on the graph, "A i-j". The set of 
angles {A 1-2, A 2-3, A 3-4, A 4-5, A 5-6, A 1-6} has been created from the sketch. 
This set is the minimal one needed to "redraw" the geometry from the initial values. 
The A 1-6 angle has been created with the sketch but its type has been modified 
during the specification stage. Indeed, the angle constraint u, (Figure 4a) is defined 
in the skeleton by the specification of this angle. 

Analyzer: The analysis module is based on a bipartite graph [I]. A bipartite 
graph is a graph where the set of vertices can be divided into two subsets. Two 
vertices from the same set are never linked together. This graph is interesting to 
model an equation system: the first set of vertices gathers the equations and the 
second one the unknowns. A bond links an unknown parameter to an equation if and 
only if this unknown parameter appears in that equation (Figure 5a). The graph 
allows a qualitative study of equation systems. In the general case, this graph is 
sufficient enough to decompose the equation system into three parts: well­
constrained, over-constrained and under-constrained subsystems. From the 
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Dulmage-Mendlsohn algorithm [6, 7, 8], the irreducible subsystems and their 
dependency are identified. The Figure 5b shows the result of the decomposition of 
the graph of Figure 5a. The algorithm has identified an over-constrained system 
which has to be solved first and an under-constrained system which has to be solved 
afterwards. This approach is only a logical one: a system is said well constrained if it 
is composed by n equations matched by n unknowns. A more subtle analysis could 
be performed for each irreducible subsystem using a numerical approach (to analyze 
the jacobian of each subsystem for example). 
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Figure 4. a) A well-constrained geometry. b) The corresponding skeleton (without angles) of 
a. c) Angular graph corresponding to a subset of the skeleton of Figure 4a. 

The use of this approach gives a useful result only if the different equations 
express the geometric problem into a natural way. This remark is originated by the 
approach chosen to generate the equation system. In fact, each angular loop or 
vector loop used is typical of a construction using a rule and a compass. 

The advantage of this approach is that its allows the user to add to the system of 
equations all kinds of equations like engineering equations which link geometric 
unknown parameters to engineering ones. The bipartite graph allows the analyzer to 
localize the over-constrained subsets of equations. An over-constrained set is, from a 
mathematical point of view, a subsystem containing too many equations compared 
with the number of unknowns. From a geometric point of view, two configurations 
can lead to such a subsystem: either a specification is locally redundant, i.e. some 
subsets of user's constraint are equivalent, either some subsets of constraints are 
contradictory. The user expects the system to produce useful information about the 
configuration leading to an over-constrained subset and the identification of the 
subset of constraints responsible of that configuration. With the approach proposed, 
a geometric object is defined by a set of specifications. Therefore, the equation 
system is obtained from these specifications. Hence, for a given over-constrained 
subsystem, coming back to the subset of initial constraints is straightforward. 

The processing of an under-constrained subsystem is meaningful. Indeed, 
different ways to solve them can be chosen according to the configuration of the 
subsystem. Thus, the resolution can express different behaviours according to the 
user's preferences. 

Manager: The solver module is a manager rather than a solver. It receives a set 
of organized subsystems from the analyzer module. 
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Figure 5. a) an example bipartite graph. b) Irreducible subsystems and their dependencies. 

4. CONCLUSION AND PERSPECTIVES 

The first step of validation of this approach has been achieved with success for a set 
of coplanar points and lines so that they satisfy a set of given relative dimensions. 
Interesting points have been highlighted which can produce a solution of under­
constrained problems while expressing different behaviours, informing the user 
about the over-constrained origin and its type, and allowing the designer to add 
engineering equations. 
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COPYING OF FREE-FORMS FROM DIGITIZED DATA 

The voxel-space representation 

Abstract. The copying of free-fonns consists in the duplication of an existing object from its 3D 
digitizing, and from the use of NC machining or rapid prototyping. In most cases, free-fonn copying uses 
the tools of reverse-engineering through CAD modeling. In order to ensure a good concordance to the 
object's geometry, we propose a direct free-form copying from the digitized points. To overcome 
difficulties linked to the discrete representation and the large amount of data, we suggest a representation 
model of the data: the voxel-spaces. Several classifications may be defined linked to the future 
exploitation of the points. Moreover, operations and attributes are defined on the voxel-spaces to simplify 
the data treatment. In the paper, we present the voxel-space representation and its application to free-form 
copying. We especially bring out how geometric characteristics of point cloud can be obtained, and in 
particular how free-form copying process can be optimized. 

I. INTRODUCTION 

The copying of free-forms consists in the duplication of an existing object. This 
duplication can be performed using molding, machining or rapid prototyping [I]. 
The copying operation is necessary when we want to obtain a free-form from a clay 
model (industrial applications) or when we need a duplication to preserve the initial 
form (artistic or archaeological applications). Usually, the copying of free-forms is 
carried out by physically following the object geometry or by applying a material 
restoring the form such as elastomer. These methods may cause damages to the 
object surface due to mechanical contact. Nowadays, the use of numerical 
technologies is preferred for they offer non-contact digitizing of the object surface. 
The information given is a cloud of points which are representative of the object 
surface. Therefore, the copying operation of free-forms uses the tools of reverse­
engineering and relies on the geometrical modeling of the point cloud using a CAD 
system [2]. This modeling, which is essential for simulations or other numerical 
treatments, is not necessary for direct copying of the free-from surface. Moreover, 
through such methods, the copying is no longer the copying of the real object, but 
the copying of the CAD model. 
We suggest a direct copying method of the point cloud with no preliminary 
modeling (Figure I). The calculation of the tool movements is performed using a 
method of cartesian type for which the digitizing gives the discretization of the 
surface [3]. This direct treatment of the data allows a good concordance to the initial 
geometry of the object. However, the direct treatment of the whole point cloud may 
cause problems, for the amount of data to be considered is very large, and in most 
cases non-organized (registration of different 3D-views necessary for the whole 
object). Therefore, the treatment requires a large amount of computation time and a 
great capacity of data storage. Moreover, a limit in the direct copying of the data is 
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the loss of the neighborhood and continuity notions, generally rebuilt by meshing or 
CAD modeling. 

Tool path 
calculation 

I 
I 

CAD Modeling : 
I I 

: DIRECT COPYING : L __________________________________ J 

Figure I. Direct free-form copying operation. 

The method we propose is free from modeling and meshing [4] . In fact, the method 
relies on a discrete representation of the space in elementary volumes, the voxels 
[5]. The voxel (volume clement) is a 3D representation of a 2D pixel (picture 
element) which is largely used in the 3D-imaging field . The extension we propose 
is, not only to consider the voxel as an elementary volume, but to take into account 
the information (linked to the digitized data) included in the delimited volume: the 
voxel-space. Each voxel-space can be characterized using attributes, and operations 
between voxels can be performed in function of the attributes' classes. Therefore, a 
voxel-space representation can be associated to the raw material, this representation 
evolving during the machining of the free-form. 
The next section is dedicated to the definition of voxel-spaces, their attributes and 
associated operations. Next, the application to the copying of free-form surfaces is 
presented. We thus introduce the case of the finishing operation in 3-axes and show 
how to adapt this method for the roughing operation. In the last section, we use the 
voxel-space representation to define geometric characteristics from point clouds. 

2. VOXEL SPACE REPRESENTATION 

In the field of visualization, the voxel model has been defined to extend in 3D the 
notion of pixel, in particular for scene rendering and object shading [6]. A voxel can 
be defined as a 3D-pixel, and its usual representation is an elementary cube defining 
the smallest region of space. Such a model is of great interest for it gives a discrete 
representation of space, more adapted to the treatment of point clouds. Concerning 
digitized data, the information we have to consider is contained in local scale. We 
can thus describe the characteristics of the point cloud through its representation in 
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voxels taking into account the information included in the delimited volume: the 
voxel-space (Figure 2). 

Figure 2. Voxel-space representation of a 3D digitizing 

The representation by voxel-spaces adopts the properties related to the voxel model, 
vicinity in particular. Moreover, the whole set of points contained in the portion of 
space delimited by the voxel determines the characteristics of the voxel-space. 
From a topological point of view, a representation by voxel allows the definition of 
vicinity. The p-vicinity of a voxel is defined by considering the p adjacent voxels. 
The nature of adjacency can be: face, edge or vertex type. We thus speak about 6-
vicinity or 26-vicinity more generally of p-neighbors, according to the type of 
selected vicinity (Figure 3). Unlike the point cloud model, the representation by 
voxel-spaces inherits the notion of vicinity and allows a complete space description. 

6-vicinity 
(face adjacency) 

~ 
16-vicini ty 26-vicinity 
(face and edge adjacency) (face. edge and vertex adjacency) 

Figure 3. p-vicillity 

Classifications and attributes: The concept of voxel-space allows enriching the 
voxel model by the contribution of specific classifications, which are function of the 
exploitation of the points (free-form copying, surface reconstruction, .... ). 
A primary classification, common to all exploitations, is defined in relation to the 
nature of the voxel-spaces (Figure 4): 
- non-empty voxel, when its voxel-space includes a set of points, 
- empty voxel, when its voxel-space does not include points, 
- unknown voxel. 
This last type corresponds to voxels the nature of which can not be determined. For 
instance, surface digitizing with 3D sensors does not allow the acquisition of the 
inner part of the object, and so, corresponding voxels are said unknown. From the 
primary classification, secondary classifications can be defined linked to the point 
exploitation [5]. The secondary classification characterizes the specificity of the 
point exploitation. For instance, if we take the example of the machining process, 
the exploitation allows defining whether the non-empty voxel has been machined or 
not (Figure 4). After the definition of classifications, the treatment of the point cloud 
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requires the definition of attributes. Attributes locally characterize the properties of 
the voxel-spaces, i.e. the properties of the points within the voxel. Here again, 
attributes are strongly linked to the exploitation. 

Voxel-spaces 

Pri mary classi fication 

~ empty 
..... I~==========-, unknown 

Identification process 

---.--
material surface Secondary classification 

machined 

raw 

Figure 4. Classifications 

We can define for each voxel, attributes of quality, of belonging to a boundary, ... 
The interest of these attributes is that voxel-spaces could be associated in relation 
with a choice of a p-vicinity, and in function of their attributes. These associations 
are performed through elementary operations (Figure 5) [5]: 
- union, corresponding to the regrouping of voxels of common attributes, 
- intersection, corresponding to the extraction of common voxels of two different 
voxel-space representations, 
- growth, which concerns the treatment of adjacent voxels, following the adopted 
definition for vicinity, 
- split/merge, which subdivides or gathers voxels to give multi-scale representations. 

n 

Union Intersection Growth Split/merge 

Figure 5. Operations 

The contribution of the voxel space representation for large point clouds is multiple. 
The main interests are the extension of the neighborhood notion and the definition of 
classifications that allow the treatment by subsets of points. As a result, time of 
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numerical treatment is largely decreased. As an example, the next section concerns 
the exploitation of point clouds for free-form copying taking advantage in the voxel­
space representation. 

3. FREE-FORM COPYING 

The objective is the free-form copying from point clouds resulting from digitizing. 
Generally, digitizing employs non contact optical technologies such as laser sensors 
or structured light. It delivers a large cloud of points which is representative of the 
free-form surface. However, problems of shading and occultation are inherent to 
optics technologies, and various sensor orientations must be given to completely 
digitize the object. The resulting point cloud is unorganized, and presents recovery 
zones. Moreover, although different orientations of the sensor are given, the point 
cloud gives in most cases, a non-complete representation of the free-form. 
We set up an algorithm that directly calculates the tool path from digitized data. This 
method is supplemented by the use of voxel-spaces in order to simplify numerical 
treatments and, then to decrease calculation time. 
In 3-axis milli ng, the calculation method determines the tool center locations 
according to the machining strategy. Tool locations are calculated by minimizing the 
distance between points and tool center locations. 
Let n,i be the tool axis direction, and consider Mk the k'h digitized point. The 
location of the tool center is calculated according to the following equation: 

(I) 

where R,001 is the tool radius of a ball-end cutter tool, and A is a real number 
verifying A> Rtool . Note that in the general case, m is the number of digitized points. 
This equation can be easily solved, but problems may appear linked to non-complete 
data. Indeed, unseen zones involve gaps in the data, and when gap dimensions are 
greater than the tool diameter, the calculation of the tool path cannot be carried out. 
Several solutions can be supplied to overcome the lack of material: new digitizing of 
the gaps after detection, local densifications [7], surface reconstruction [8]. 
To solve this problem, the voxel-space representation constitutes a new 
approach. Tool path calculation generally requires elaborate data structures, 
particularly when the driving tool direction is not perpendicular to the digitizing 
lines [3]. The use of voxel-space representation may overcome this difficulty: the 
data structure is defined from the voxel-spaces. According to the adopted machining 
strategy, we can limit treatments to specific voxels, generally defined from the 
secondary classification. Note that the use of laser plane sensors allows the complete 
definition of the primary classification of the voxel [9). 
For our application, let us consider the particular case of the finishing operation by 
parallel planes in 3-axis milling. A plaster statuette has been digitized by a plane 
laser sensor. Nine sensor orientations are necessary in order to restore 70 000 
representative points of the form (Figure 7). We consider the case of the milling in 
parallel planes following the y axis. To limit treatments to points close to the 
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machining plane, we extract points that belong to a thick slice, the thickness of 
which is given by the tool diameter (Figure 8). 

Figure 7. Initial object and its digitizing 

A voxel-space representation is defined for both the cloud of points and the thick 
slice. From the non-empty voxels issued of the primary classification, the following 
attributes is defined : the voxel belongs or not to the thick slice. The intersection 
operation defines common voxels and the corresponding voxel-spaces of the point 
cloud are extracted (Figure 8) . 

. 1 

Intersect ion ExtraclCd voxels rrolll the 
inlerscction oocralion 

Driving loot direClio 

Figure 8. Intersection operation and tool path generation 

Once the points are identified, the tool path is simply calculated using equation (1), 
where m is now limited to the number of identitied points. Note that any direction of 
extraction can be envisaged allowing the choice of the more adapted direction to the 
part. Results show a significant improvement of calculation time: the calculation 
time is decreased by about 80%. 

4. OUTLOOK OF THE MODEL 

The roughing operation must remove the maximum of material from the initial raw 
volume. For the case of roughing operation, we suggest to calculate the tool path by 
sweeping the object following parallel planes. Tool path calculation relies on the 
voxel-space representations of the point cloud and of the raw material. The 
secondary classification defines the voxel machined or the voxel non-machined. 
These representations present multiple advantages: 
- the notion of inward and outward material exists due to the primary classification 
ohtained from to the sensor technology, 
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- the representation of the raw material by voxel-spaces is reactualized during the 
machining process; the remaining volume to be machined is then known, 
- the collisions between the tool and the part are easily detected. 
In order to guarantce a good concordance between the machined surface and the 
initial object geometry, it could be useful to link the machining strategy to geometric 
properties of the surface, normal to the material, principal curvatures, and to 
geometric singularities, discontinuities, corners, .... We thus have to be able to 
evaluate these geometric properties or singularities from the point cloud [4]. 
Methods for the determination of geometric singularities from digitized data exist 
and are generally used for data partitioning [10][11]. 

SP Corner ~!~ 
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Figllre 9. Sillgular points of a voxel-space VSj ; extracted regions using singular points 

The method we develop allows the determination of singular points, such as 
inflexion or corner points, that characterize geometric singularities of the surface 
[II]. The method takes advantage of the voxel-space representation [5]. The primary 
classification determines the non-empty voxel-spaces VSi on which attributes are 
defined (Figure 9): the normal to the material, N j , and the minimal curvature 
direction C j (Figure 9). N j is computed considering the hypothesis that the surface 
clement included in VSi can be approximated by a least-square plane. C j results 
from the cross product between N j and Nj where Nj is the normal to the neighbor 
voxel. The search of the singular points (SP) is undertaken in each VS j , following 
the perpendicular direction to C j • Extracted singular points SP and attributes define 
singularities of the geometry object. For instance, singular points figure 9 define 
outlined domains where specific machining strategies can be managed. Indeed, from 
the attributes, the object is split into two plane regions DJ and D. Both planes are 
parallel, so they can be machined with the same flat-end cutter tool. As for the 
region D" it must be machined with a ball-end cutter tool. The more appropriate 
machining direction must be perpendicular to the minimal curvature direction. 

-~ 

I 
I 
I 
I 
I 
I 
I 

I 
J , 

Figure 10. Change in the too/ pathji)llowing singularity detection 
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Furthermore, the detection of singular points SP provides the detection of edges. 
Following, the tool path calculation can be carried out in order to guarantee a good 
concordance to the surface geometry : the tool can withdraw from the material 
following the VS j local tangent vector, and so, the local singularity is respected as 
shown figure 10. 

5. CONCLUDING REMARKS 

Usually, direct treatment of point cloud resulting from object digitizing may cause 
difficulties. Numerical treatments are huge and information issued from the 
digitizing is not sufficient to be directly used for free-form copying. The 
representation of data using voxel-spaces brings out a solution. It allows calculation 
time decrease for the treatment is limited to subsets of points. Furthermore, 
additional notions can be defined for discrete representations of free-forms, in 
particular the notion of vicinity. With the introduction of the attribute notion, some 
geometric characteristics can be reached. Therefore, the exploitation of the point 
cloud for various applications becomes easier. Among others, the case of free-form 
copying is developed with success. The tool path calculation from points is carried 
out, leading to a good concordance between the machined surface and the initial 
object geometry. In addition, the use of singularity detection may lead to automatic 
generation of machining operations in function of surface geometric characteristics. 
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FLEXIBLE PARTS MODELLING FOR 
VIRTUAL REALITY ASSEMBLY SIMULATIONS 

a dual mechanical approach 

Abstract. Within the scope of the simulation of assembly/disassembly operations, flexible parts 
modelling for virtual reality environments is described in the present paper. The study described analyzes 
the adequacy of various mechanical models in the specific context of oil hoses. The model behaviour is 
checked against experiments for validation. As an issue of this comparison, a mechanical model is 
proposed through the concept of a dual mechanical approach. The adequacy of this last model is deduced 
from the experimental data. 
The mechanical model introduced is coupled with a geometric model for free-form surfaces. The 
deformation criterion set up uses a functional based on the external forces applied to the mechanical 
model .. 

1. INTRODUCTION 

In order to reduce the maintenance costs of cars, simulations of 
assembly/disassembly operations should take place as soon as possible during the 
design process. As a result, designers will be able to integrate more effectively the 
maintenance criteria during the design process and adapt the architecture of the 
vehicle. Such simulations are based on trial and error approaches and performed 
under human control because of the complexity of the components trajectories and 
environment. Human control is also required to evaluate the effective amount of 
time required for assembly/disassembly operations. 

To this end, virtual reality environments are well suited since they allow the user 
to be immersed into the digital model of a product and interact with components 
through haptic devices. However, virtual reality environments are currently bound to 
interactions between rigid parts and do not incorporate flexible part models whereas 
such parts play an important role during engine bay operations. Flexible part models 
are compulsory and need to be powerful enough to produce a minimum frame rate 
of20 frames/sec. 

The various modelling requirements for flexible part models can be summarized 
as follows: 

model the flexible part behaviour under user's interaction only, 
model the flexible part behaviour subjected to interactions with its environment 

(deformations due to interferences with rigid parts), 
model the control activity of the user to bind the flexible part model with a haptic 

device, 
model the display representation of a flexible part to fit it into the display 

environment. 
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The work presented focuses on the generation of a mechanical model describing 
the flexible part behaviour under user's interactions and has been applied to parts 
like hoses. This work is part of a European project: DMU-VI (Digital Mock Up -
Visualization) and funded by the EEC and integrated into the AIT (Advanced 
Information Technology) consortium. 

2. WHAT MODEL FOR WHAT PURPOSES? 

In order to model the deformation behaviour of flexible parts in real time, a 
mechanical model is required. Either this model can be based on a finite element 
approach [1, 7] or a boundary element approach [5] or a simplified version of such 
models or some new concept or paradigm. 

'\.A- phase 4 

~ phase) 

New ]~POSltIOIl.'Of ~ 
th. "rxl.. ~ 

New f!Xfernal/orce.f Mechanicalleattlres 

Figure I. Free form surface model linked with a rigid bar network. The successive phases 
performed to achieve a surface deformation are illustrated using the example of one patch. 

Because the main goal is to accurately model the force-displacement 
relationships, stresses and strains are not essential to the category of models set up 
but this aspect does not lead to specific simplifications of mechanical models. It is 
therefore necessary to assess the behaviour and the diversity of these models to find 
out if one of them fulfil the requirements. The procedure followed to evaluate a set 
of mechanical models incorporates: 

a qualitative analysis characterizing the deformation behaviours related to 
standard user's interactions (to set up a model of the real interaction between the 
flexible part and the user), 

a set of experiments to characterize the real behaviour of a flexible part under 
generic load cases. Flexible parts often exhibit complex mechanical behaviours (non 
linear mechanical behaviour, large displacements, anisotropic behaviour, 
heterogeneous material, non linear material law). Experiments produce a first 
reference model ofreality, 

a structural analysis through Finite Element (FE) models to evaluate their 
adequacy to the real behaviour gained through experiments. Diverse FE models have 
been generated to identifY their relevance with respect to the accuracy and speed 
requirements. These models have also helped to analyze the influence of various 
hypotheses as well as to provide parameters which cannot be easily measured and 
which helped to set up some control parameters of a dual mechanical model, 
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the generation and fitting of a dual mechanical model acceptable for the virtual 
requirements. This model is fitted using experimental results as well as structural 
analysis parameters. 

a) MinimizeE 
Minimize<b 

Initial geometry 
Initial geometry 

b) 

Figure 2. Illustration of the concept of dual mechanical model. a) the deformed geometry is 
obtained using the strain energy minimization applied to one structure. b) the deformed 
geometry is obtained using the functional and a series of rigid structures subjected to a dual 
load case. 

The dual mechanical model set up is based on a free form surface model of the 
flexible part (here the parts studied are hoses) connected to a rigid bar network [2,6] 
(see Figure 1 the basic principle of this model). All the bars of the network are pin 
jointed without friction and the nodes of the network can be fixed, free to move in 
space or SUbjected to constraints (for example to maintain the connectivity or the 
continuity of a multi patch surface). The duality principle is as follows: 
The strain energy functional which is minimized to produce nodal displacements of the FE 
model of a unique deformable structure is replaced by the minimization of an exterior forces 
functional to produce the static equilibrium positions of a series of rigid bar networks having 
a constant topology (see Figure 2). 

This functional is non linear with respect to the external forces fi and can be 

expressed as <l>rot=min( T~F,.[~].M,.[~)), where the forces minimized correspond to 

the difference between the external force J[k-l] rotated onto the direction of average 

I d h .111 d N[k-l] d h fi r[k] h klh . . . norma aroun tel no e, lIloy-i, an t e orce J i at t e IteratIOn, I.e., 

M,[~L= J[kL1IJ[k-l]I~Nl~~L . Such a functional tends to preserve the intensity of the 

external forces while modifYing their direction in order to smooth the underlying 
free-form surface [4] (see Figure 3c). Combined with anisotropic force densities into 
the bars of the networks, this criterion expresses the deformation behaviour of pipe 
type objects when their are subjected to bending deformations. The force density 

into the)'h bar is defined as the force/length ratio: q,=lI}h;IVI" q;>O where}h; is 

the force into the /' bar and I, its length. According to figure 1, these parameters 
form the mechanical features set by the user to express the surface deformation 
process. 

The bar networks are associated with the free-form surface model through the 
concept of control polyhedron since the nodes of the bar networks are a subset of the 
vertices of the control polyhedrons of the free-form surfaces describing the object. 
Continuity conditions between surfaces dictates the vertices which are effectively 
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used to define the nodes of the bar networks. The minimization criterion set up 
reflects the bending behaviour of hoses subjected to large displacements. 

PlasilC rube 

b) 

Fibre WQven rabnc 

Metallic. wires 

Figure 3. a) Oil hose studied with a flexible area in the centre and two rigid extremities. b) 
Structure of the flexible area of the oil hose. c) Minimization criterion used in dual 
mechanical approach. 

Due to the large differences between the geometry and the constitutive material 
of flexible parts, it has not appeared suitable to generate a general purpose model. 
For these reasons, the previous procedure has focused on a specific part: an oil hose 
from BMW which is acting as partner in the EEe project DMU-VI (Figure 3a). This 
hose is placed in the engine bay of a car and is part of a maintenance scenario. 

3. GENERATING A MODEL FOR AN OIL HOSE 

The flexible area of interest is built around a thin cylindrical plastic pipe with 
variable inertia, covered with a thin layer of textile fabric which is covered itself by 
a metallic fabric. This flexible area is anchored at both ends into rigid metallic 
junctions which ensure its attachment with other components (see Figure 3b). It is 
assumed that no liquid pressure influences the deformation behaviour of the hose. 

The qualitative analysis of the deformation behaviour has shown that under the 
magnitude of forces that could be applied manually during the operation, the hose 
could be considered as torsionally rigid as well as rigid under traction and 
compression load cases. The deformation model is mainly characterized by a 
bending behaviour. The hose exhibited also a hysteretic behaviour but due its 
difficulty it has not been considered in the models set up. 

3.1 Experimental approach 

The experiments set up were dedicated to the verification of some hypotheses, i.e. 
rigidity of the hose under torsion load cases, and to the characterization of the hose 
behaviour under bending load cases which simulates the standard action of the user 
(bending the hose with two hands) and the constrained behaviour when the user 
bends the hose which simultaneously interacts with its environment. The hose was 
loaded with masses like a cantilevered beam to simulate the effect of the user when 
bending the hose with two hands (see Figure 4a, b). The results showed that: 
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large displacements (several tens of miIlimetres) where obtained for small loads 
(a few tens of Newton) justifYing the non linear elastic behaviour of the structure 
(see Figure 5a). It is therefore not possible to simplifY the model using the small 
displacements, small strains hypotheses of simple linear elastic models, 

the displacements obtained under two orthogonal loads applied at the free 
extremity of the hose justified its rigidity under torsion load cases (see Figure 5b), 

strong non linear behaviour was exhibited when the hose was subjected to two 
coplanar and opposite loads respectively applied at its extremity (P I) and its middle 
(P2), i.e. applying PI first and P2 second gives fairly different results than the 
opposite (see Figures 4c and 5c). This is important to model correctly the effect of 
the interaction between the hose and its environment, 

no buckling of the hose has appeared for the magnitude of forces covered during 
the experiments. 

C ing area 

final 

lnlull 

0) b) c) Welghll 

Figure 4. Loading configurations used for the experiments. Configurations a) and b) are 
chosen depending on the displacement amplitude applied to the hose. c)Loading 
configuration with two opposite forces PI and P2. 

3.2 Finite element models 

Because of the dimensions of the hose, i.e. the diameter/length ratio is of the order 
of 111 0, two categories of FE models can be set up: beam models and shell models. 
For simplicity, Hooke's law and homogeneous equivalent material have been used 
to model the hose as a beam. 

Due to the complex composition of the material, the Young's modulus of the 
equivalent material has been identified using the experimental displacements 
measured and fed into the beam model. However, to obtain the best possible fit to 
the experiments it has appeared that great distorsions could not be avoided if the 
equivalent material was behaving linearly. Since the behaviour law of the material 
was difficult and complex to identifY, the non linear effect has been evaluated 
through the variation of the Young's modulus according to the intensity of the 
applied forces in the various load cases. As a result, the variation of the Young's 
modulus ranges between 3.2 N/mm2 to 32N/mm2. This clearly shows that the linear 
material behaviour cannot be used to simplifY the model. 

In addition, using a beam model would require further modelling treatments 
since the virtual reality environment needs to display the hose as a polyhedral 
surface. Hence, the deformed geometry of the beam has to be used as a basis to 
generate the polyhedral surface required for the display of the hose. 
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Figure 5. a) Deformed shape of the hose under bending behaviour and masses ranging from 
Ogr to 4100gr. One force applied at the free extremity of the hose. b) Displacement of the 
extremity of the hose submitted to two orthogonal loads in a plane orthogonal to the axis of 
the hose. The nearly linear displacement curves obtained justifies the torsionally rigid 
behaviour hypothesis. c) Deformed shape of the hose under two forces P 1 and P2. 
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Figure 6. a) Deformed configuration of a shell model exhibiting a buckling behaviour. b) 
Parameters of the free form surface model and of the bar network model. c) Example of 
geometric constraints used as interface parameters. 

The second category of FE models that could be used is shell models. These 
models are based on a polyhedral surface model which could be used in the virtual 
environment as the representation of the hose. When generating such models with a 
homogeneous material, the FE model exhibited a buckling behaviour which never 
appeared during the experiments. To overcome this problem a model of anisotropic 
shell has been set up with large differences of Young's moduli in the longitudinal 
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and the axial directions of the hose. However, the buckling effect was still existing 
in configurations where the experiments did not shown it (see Figure 6a). Because of 
the above behaviour and the computer time required to handle non linear shell 
models (over than Irnn CPU time for a coarse mesh using a SGI workstation with 
R5000 processor), shell models were not investigated further. 

As a conclusion, it has appeared that a finite element model needed to use large 
displacements and non linear material behaviour to provide an acceptable and 
accurate mechanical model of the hose. The analysis of the beam finite element 
models has also highlighted the strong influence of the category of boundary 
conditions on the deformed shape of the hose in a context of non linear mechanics. 

3.3 Dual mechanical model 

The dual mechanical model based on the concept described at section 2 uses a CAD 
surface model of the hose as geometric model. The cylindrical surface is 
approximated using four Bezier patches whose connections ensure its 0 1 continuity. 
The series of bar networks used to compute the static equilibrium positions are built 
from the control polyhedrons of the Bezier patches (Figure 6b). 

The control parameters acting on the equilibrium positions of the networks are 
the force length ratio in each bar. These parameters are used to define an anisotropic 
behaviour of the surface deformation process and to prevent the surface deformation 
from buckling effects. In the present configuration, high force densities have been 
assigned to the radial bars whereas the bars oriented along the longitudinal direction 
have been assigned low force densities in order to preserve as much as possible the 
section of the hose. 

The interface parameters of the model are based on geometric constraints which 
can be directly applied to the surface to control its deformation [2, 3] (Figure 6c). 
Here, the parameters set are the displacement and the rotation of the extreme section 
of the free end of the hose. To evaluate the accuracy and adequacy of such a model, 
the displacement input was based on the experimental values and the rotation of the 
section was based on the value provided by the beam FE model which best fits a 
given load case. Configuring this dual model with the above parameters produced 
acceptable results for all the range of deformation configurations measured 
experimentally under the range of masses used to load the hose, i.e., one force 
applied at the end of the free extremity and two opposite forces applied in the same 
plane (Figure 7a). The computation time required to compute a deformed 
configuration was of the order ofO.lsec on the same workstation as previously. 

Several tests have been performed to evaluate the influence of the degrees of the 
Bezier patches, the surface decomposition into patches, the values of the force 
densities, the diameter of the hose over the deformation results (Figure 7b). 

4. CONCLUSION 

A new approach has been proposed to address the problem of modelling flexible 
parts for assembly/disassembly simulation purposes using a qualitative analysis, an 
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experimental approach, a set of numerical models. It has been demonstrated that 
current FE models could not provide satisfactory results within the time scale of a 
virtual reality environment. 

A concept of dual mechanical model has been introduced and has proved 
efficient both in terms of accuracy and speed to model a flexible part behaviour for 
assembly/disassembly purposes. Next steps of the work will focus on the extension 
of the dual model to incorporate the interactions between the flexible part and the 
surrounding rigid parts. 
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Figure 7. a) Comparison between experiments, FE beam model results, dual mechanical 
approach results (one load of 3000gr applied at the free extremity of the hose). The FE result 
(Ansys) represents the best fit to the experiment using the best possible Young modulus to 
minimize the fitting error. b) Influence of the polynomial degree of the surface along the axis 
of the hose and comparison with the FE results and experiments. Degree ranging from 5 to 8. 
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Abstract In this paper we present a boundary reconstruction methodology which 
builds a valid model in the neighborhood of an object described by a 
traditional boundary representation model with floating point specifica­
tion. This method converts an erroneous model into an interval model, 
guaranteed to be gap-free. An example illustrates our methodology for 
robust conversion. 

Keywords: Manifold boundary model, defects, rectification methods 

Introduction 

Boundary representation (B-rep) contains topological and geometric 
information of solid boundaries. Topological information, in general, 
is represented by a graph describing incidence and adjacency relations 
between topological boundary entities. Geometric specification involves 
equations for points, curves and surfaces. A B-rep model is called valid 
if it describes a solid boundary. However, as is well-known, the validity 
of B-rep models is not self-guaranteed [4, 10, 12]. 

Invalid B-rep models contain defects - representational entities that 
do not conform to modeling constraints due to topological errors and/or 
inconsistencies between topological and geometric specification. Defects 
often appear as gaps, inappropriate intersections, dangling entities, in­
ternal walls and inconsistent orientations [17]. Causes of defects exist 
throughout the entire life cycle of a model, such as computational inac­
curacy stemmed from floating point arithmetic [4, 5] and approximation 
algorithms in model creation and inconsistent conversions in data ex­
change across heterogeneous modeling systems [11]. 
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Research on model rectification (correction) has been done mainly 
on triangulated models, specifically, STL models for rapid prototyping. 
Most algorithms [I, 9] identify erroneous triangle edges, string such edges 
to form hole boundaries, and then fill holes with triangles. These algo­
rithms use local topology (incidence and adjacency) to rectify defects 
and are successful in the majority of candidate models, but may create 
undesirable global topological and geometric changes. 

In our earlier work [16], we argued that the model rectification prob­
lem should be approached as a boundary reconstruction problem in order 
to achieve a global optimal solution, and showed that the boundary re­
construction problem is NP-hard. In order to construct gap-free B-rep 
models, we further developed the concept of interval solid models [15], 
which was first introduced by Hu et al [7, 8]. Based on these, in this pa­
per, we develop a boundary reconstruction methodology. The objective 
is to reconstruct a B-rep model from a given B-rep model represented in 
a certain format (e.g. STEP) using interval arithmetic. 

The methodology proposed in the following sections consists of three 
main steps: 1) construction of a graph induced by surface intersections 
for each surface, 2) face reconstruction, and 3) shell reconstruction. The 
methodology follows very closely the proof of NP-hardness of the bound­
ary reconstruction problem in Shen et al [16]. It mainly focuses on cap­
turing miniature numerical gaps and fills them with appropriate boxes. 

In the following, we first describe the three steps of the procedure 
in detail. Then, we show an example to illustrate the use of interval 
methods in model verification and rectification. 

1. Intersection-induced graph 

Edges of a B-rep model are embedded on intersection curves of the 
underlying surfaces. On each of the surfaces, intersection curves form a 
geometric embedding of a graph with their intersections as nodes and the 
curve segments as arcs. As discussed in Shen et al [16], face boundaries 
must consist of arcs in this graph in order to achieve geometric consis­
tency of all topological relations (incidence and adjacency) in which the 
face is involved. 

In the proposed boundary reconstruction method, an intersection 
curve is computed using surface intersection algorithms developed by 
H u et al [6], and is represented as an ordered list of non-degenerate rect­
angular boxes [14]. Therefore, the geometric embedding of an arc in the 
graph is an ordered list of boxes, called a box curve, and that of a node 
is a (unordered) cluster of boxes, called a box point. Whenever a new in­
tersection curve is computed, the two graphs on the intersection surfaces 
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need to be updated. The new curve is intersected with the geometries 
of all arcs and nodes in both graphs, and is subdivided into a list of 
box points and box curves, which are then inserted into both graphs to 
create new nodes and arcs. 

2. Face reconstruction 

Let R be the underlying surface of face r in model MO, and GIbe 
the intersection-induced graph. As in model creation, boundary recon­
struction proceeds in a bottom-up manner. 

An edge eO involved in a certain adjacency relation between rand 
another face if must be embedded in the intersection curve C of R 
and R1. The reconstruction of eO starts with its vertices v~, vq. The 
corresponding new vertices vf, v~ are two nodes in G I. Each of these 
nodes must have at least one incident arc constructed from C, i.e. the 
new vertices are on the intersection curve. In addition, each selected 
node should be the closest to the original position of the corresponding 
old vertex among all such nodes to minimize the geometric change in 
boundary reconstruction. See Figure 1 for illustration, where the dotted 
lines are arcs of G I. 

Figure 1. Reconstruction of vertices 

The reconstruction of eO amounts to finding a path between the two 
selected nodes in G I. Again, the selected arcs must be constructed from 
the intersection curve C. If there exist multiple paths, the one with the 
minimum deviation from the original geometry of eO should be selected. 
This often happens when C contains self-intersections or is closed, e.g. 
a circle. With the edge orientation given in eO, it shall be clear which 
part of C belongs to an edge, unless the underlying curve of eO in MO is 
far different from C. Thus, new edge en is oriented in the same way as 
eO. 

For a loop [0, new edges form a subgraph Ge in GI' which may not be 
a simple closed curve. Though an arbitrary graph could be very compli-
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cated, the proposed method intends to resolve miniature features such 
as small dangling arcs and gaps. It first identifies two types of nodes in 
Ge : free node that has exactly one incident arc, and branch node that 
has more than two incident arcs. Dangling arcs are then identified by 
marching from a free node until another free node or a branch node is 
reached, and then trimmed away if the geometric change due to such ac­
tions is within a given tolerance. Large pieces of dangling arcs indicates 
the existence of gaps. Let V1, V2 be two ends of a gap. The shortest path 
between V1,V2 is then searched in Gl, where Gl = Gf - (Ge - {V1,V2})1. 

See Figure 2 for illustration. Finding the shortest path between two 
nodes in a graph is a polynomial problem. Algorithms can be found in 
many textbooks on graph theory, such as [2]. Edges in the newly con­
structed loop In are oriented in the same way as their corresponding old 
edges are in lO. Consistency can be verified by marching through these 
edges. 

(a) (b) (e) 

Figure 2. Gap closing in loop reconstruction 

A face may have more than one loops. Loops reconstructed indi­
vidually need to be modified so that together they define a valid face 
boundary. The modification process includes eliminating intersections 
between loops, verifying relative locations of loops, and orienting loops 
consistently. To retain the design intent of the face topology, the result­
ing loops should also be homeomorphic to the original face topological 
structure in the strong sense2 , provided that the latter is a graph con­
sisting of simple cycles sharing at most one common node pairwise [13]. 

Any two loops share at most one common vertex. Assume two loops 
If and l~ share more than two vertices. We will resolve cases of two 

1 Here, the difference between graph G(V, E) and its subgraph GI (VI, EJ) is another subgraph 
consisting of nodes V - VI and arcs incident to these nodes. 
2Two face topological structures are homeomorphic in the strong sense if they are homeo­
morphic and their outer loops are homeomorphic as well [16] . 



www.manaraa.com

A Rectification Algorithmfor Manifold BoundaryRepresentation Models 133 

common vertices. Cases involving more than two common vertices may 
follow the same approach. Let Vl, V2 be two common vertices of l? and l'!l. 
Let P1 be the shorter path between Vl, V2 in l?, and P2 be that in l~. Also 
assume that the corresponding original loops l~ and l~ are topologically 
correct. The following is a brief description of the algorithm. See also 
Figure 3. 

1 If both l? and l~ are inner loops, 

(a) If P1 is outside l~, and P2 is outside l?, 

If l~ and l~ do not have common vertices, first, delete Vl 

and V2 and their incident arcs in l?, i.e. l? ~ l? - { Vl, V2}, 

and then, fill the gap in graph G f - l? - l~. If the gap 
can not be filled, try the same in l~. 

ii If l~ and l~ share one common vertex, first, delete Vl and 
its incident arcs in l?, i.e. l? ~ l? - {vd, and then, fill 
the gap in graph G f -l? -l~. If the gap can not be filled, 
try the same in l~, or by deleting V2. 

iii If l~ and l~ share one common edge, delete P1 , P2 and 
merge l?, l~ . 

(b) If P1 is inside l~, and P2 is inside l?, switch P1 and P2 and 
do the same as Step l(a). 

(c) If P1 is inside l~ while P2 is outside l?, delete P1 , P2 and merge 
l?, l~. 

2 If one, say l?, is the outer loop, 

(a) If l~ is inside l?, do the same as Step 1( a). 

(b) If one part of l~ is outside l?, delete P1 , P2 and merge l? and 
12. 

In Step l(a) of the above algorithm, if l? and l~ can not be modified 
in accordance with the topological structure of l~ and l~, topological 
changes are then necessary. For example, if Step l(a)i fails, we may try 
Step l(a)ii by ignoring the topological structure. For two loops sharing 
a common edge, if the feature exists in the original topological structure, 
the two loops should be merged by trimming the edge; otherwise, the 
edge should be deleted from one of the loops and the induced hole needs 
to be closed as above. 

Whether a part or an entire loop l? is inside another loop l~, can be 
verified by checking a box of l? which does not intersect l~. The ray 
casting algorithm should be applied to the pre-images in the parameter 
domain of the underlying surface. Let Rb be a horizontal or vertical 
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Figure 3. Loop modification 

ray from a box b. Compute the intersections between Rb and boxes 
in l~. The intersections are intervals, representing coordinate values in 
the direction of the ray. Merge all intersecting intervals. The number 
of remaining intervals is then the number of intersections. The same 
algorithm is also used to verify the relative locations of the loops. All 
inner loops must be inside the outer loop, and no inner loop is inside 
another inner loop. 

The orientation of a loop can be determined by computing the rotation 
index [3] of its pre-image in the parameter domain. Select an arbitrary 
point c inside a loop. Let {Ci} be centers of boxes in the loop. Then, 
the rotation index is 

(1) 

where L denotes the positive angle between two vectors. This number 
should be close to ±1 if box sizes are small. A loop is positively oriented 
if r ~ 1, and is negatively oriented if r ~ -1. The outer loop must be 
positively oriented, and all inner loops must be negatively oriented. 

3. Shell reconstruction 

A shell consisting of faces reconstructed individually may have dan­
gling patches, internal walls and holes, and may be inconsistently ori­
ented. Similar to algorithms for STL model rectification, shell recon­
struction identifies those edges shared by only one or more than two 
faces, and string them together to form simple closed curves. Such a 
simple closed curve may bound a hole if each of its edges has exactly 
one incident face, and bounds an internal wall if each of its edges has 
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more than two incident faces. If it consists of two connected pieces, one 
having edges with one incident face and the other having edges with 
three incident faces, then, the closed curve bounds a piece of dangling 
patch. More complex situations similar to what were studied by Bohn 
and Wozny [1) could happen. Heuristic rules could help in such situa­
tions, but user assistance is frequently needed in resolving certain ambi­
guities. Here, we only deal with the above mentioned three situations, 
and leave other cases to user resolution. 

Dangling patches with very small sizes shall be trimmed away first. 
The boundary of an internal wall actually bounds three connected pieces, 
each of which is an open shell. The one inside the shell formed by the 
other two is the internal wall and shall be deleted. Whether an open 
shell is inside a closed shell can be verified by a ray-casting algorithm in 
a similar manner as in loop reconstruction. In the following, we present 
a method for filling holes using surface patches constructed from the 
underlying surfaces by surface intersections. Let {ed be the edges in a 
hole boundary and already sorted in order. The method fills the hole 
progressively by attaching new patches to the boundary and computing 
the new hole boundary. This is a trial-and-error process. It tests all 
possible combinations of patches until one is found to fill the hole. In 
the selection of patches, those with small sizes are preferable so as to 
minimize the geometric change. For an edge e in {ed, a patch shall be 
selected first if it is embedded on the same surface as the face sharing 
e. This patch can then be merged to the face, so that no new face is 
introduced and the change to the topological structure is minimized. See 
Figure 4 and the following description: 

1 Start with eo. Find a patch of small size and incident to eo. Denote 
the new patch by I~. 

2 Let ei be the current edge, Vi be the common vertex of ei~l and 
ej, and e; be the edge on II-I incident to Vi. 

3 Find a patch 11 of small size and incident to ei and e;. 
4 If no such patches exist, go back to edge ei~l and select a different 

patch as II~l. It may be necessary to search further back. 

5 Repeat Step 2 to 4 until the process reaches eo again. 

6 Update the hole boundary {ei}. 

7 If {ei} is not empty, repeat Step 1-6. 

Shells constructed individually may share vertices, edges and/or faces. 
Such features should be detected and eliminated. Similar actions to 
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initial hole boundary Dew hole boundary 

e1 

Figure 4. Hole filling in shell reconstruction 

those of loop modification should be taken to achieve topological validity 
and retain design intent. For instance, if two shells share one common 
face and the face is in the original topological structure, then, it should 
be deleted and the two shells should be merged, because such a face is 
likely to be an internal wall left by improperly implemented regularized 
Boolean operations. However, if it is a face introduced to fill a hole, it 
should be trimmed away, together with all of its adjacent faces, and the 
induced hole must be closed. 

4. Example 

The model shown in Figure 5 is one part of a shaver handle, and cre­
!1ted using a commercial CAD system. The size of the model is roughly 
0.04m x 0.06m x 0.14m. The underlying surfaces of the model consist 
of 16 integral and rational B-spline surfaces, 3 cylindrical surfaces and 
5 planes. The global uncertainty measure is given by the designer as 
1O-6m . The model has V = 40 vertices, E = 62 edges, F = 24 faces, 
no inner loop, and one shell. The topological structure satisfies the suf­
ficient conditions presented in Sakkalis et al [13]. Therefore, from the 
Euler-Poincare formula V - E + F = 2(1 - G), we can deduce that the 
model has genus G = 0 and thus it is homeomorphic to a ball. 

Figure 5. Part of a shaver handle 
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We convert this model into an interval solid model. Because edges in 
the original model are reasonably computed, initial conversion of each 
face is performed by growing the width of underlying curves of its edges 
by a given resolution. If such growth gives a valid face, the conversion 
of the face is finished, unless adjacency relations with neighboring faces 
are violated. For the latter cases, the reconstruction process using the 
proposed methodology is then performed. 

The experiment starts with resolution 1O-6m , given in the original 
STEP file. Eight faces have edges not on their underlying surfaces. 
Figure 6 shows one face with 2 edges partially on the underlying surface 
and one edge not overlapping the surface at all. Further computation 
reveals that the original face becomes valid at resolution 2 x 1O-4m . 
Figure 7 shows the valid face boundary. Overall, the model becomes 
valid at resolution 5 x 1O-4m . 

Figure 6. An invalid face with reso-
lution 1O-6m 

Figure 7. The same face as in Figure 
6 becomes valid resolution 2 x lO-4 m . 

We now test whether it is possible to reconstruct an interval model 
at the given resolution 1O-6m , i.e. when all the surfaces in the model 
become interval surfaces with width 1O-6m . For the face in Figure 6, 
because its underlying surface, now an interval surface, does not inter­
sect one of the surfaces on which its adjacent faces are embedded, no 
valid face boundary can be constructed from surface intersections. If we 
further grow the width of all the surfaces to 1O-5 m , the face can then be 
reconstructed. The remaining seven invalid faces can be rectified at var­
ious resolutions, and an interval model can be constructed at resolution 
5 x 1O-5m . 
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INFORMATION SUPPORT IN AN INTEGRATED 
PRODUCT DEVELOPMENT SYSTEM 

Abstract. Computer-aided design systems require a comprehensive information interaction capability in 
order to support team-based design. This paper focuses on research concerned with providing this level of 
support through the use of a number of related information models. The provision of a common sharable 
information environment plays a critical role in an integrated product development process. Whilst the 
need for information models is well known, the problems of how they should be structured and the 
relationships and interactions between them have yet to be understood. In this paper we identify three 
information models as important: a product model, a manufacturing model and a product range model. 
The structure of these models is discussed and an approach is offered to some of the information 
interaction problems. 

INTRODUCTION 

Whilst the understanding of the organisational needs of the concurrent engineering 
philosophy have advanced significantly over recent years [1], the computational 
tools to support team based design have yet to show the same level of development. 
Typically Computer-aided design systems are geometric modelling systems and do 
not provide the comprehensive information interaction capability which team-based 
design requires [2]. This paper focuses on research concerned with overcoming this 
problem through the use of a number of related information models to support 
design decision making. 

The provision of a common sharable information environment plays a critical 
role in an integrated product development process[3]. Whilst the research needed to 
achieve such an environment is substantial, the successful achievement of such an 
environment offers significant potential benefits to system users. 

Product models have been recognised for many years now to be a means to the 
provision of a common source of product information to support integration and data 
sharing [4]. However in this paper we recognise three information models as 
important: a product model, a manufacturing model and a product range model. 
Product models provide a source and repository for information concerning a 
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product under development. A Manufacturing model by comparison represents the 
capability of a manufacturing facility and can therefore provide manufacturing 
related input to design decision making [5]. A product range model provides a 
historical perspective on the design of particular product types [6]. The problems of 
how information models should be structured and the relationships and interactions 
between them have yet to be clearly understood [7]. This paper discusses the issues 
involved in information model support for product development and offers an 
approach to overcoming some of the information interaction problems. 

INFORMATION MODEL ISSUES IN PRODUCT DEVELOPMENT 

A wide range of information is needed to support product development decision 
making. Given the global nature of many modem companies this information must 
be communicated at a global level as individuals in a design team are likely to be 
based in different locations throughout the world. An illustration showing an 
example of some information types needed to support product development is 
provided in figure 1. 

Product cia.. Previous 
"""':? Designs 

Resources • C.lllIogues 

S'andards 
I..egoslation 

Figure 1.' Example information inputs to product development 

There is a distinct difference between information that is provided as text for user 
interpretation and information that is sufficiently structured that it can be interpreted 
by software applications. It is assumed that all information models provide sufficient 
structure to provide software support. The issues to be resolved in information 
model support for product development can be raised through two simple questions: 

1. What information contexts are needed to support product design and 
manufacture in a global design and manufacture environment? 
2. How can information be shared across these multiple contexts? 

Finding the answers to these questions is not easy as is evident from the wide range 
of international research and the efforts of the ISO STEP groups over recent years 
[3,4,5,7,8]. Figure 2 provides a general view of an information supported integrated 
product development system. This highlights the separation of the applications 
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which support design from the information which they use. This is an essential 
aspect of integrated information systems support and offers the potential advantages 
of complete data integrity, rapid flexibility, maintainability, vendor independence 
and life cycle support. 

Data 
Integrity 

Life 
Cycle 

Support 

Rapid 
Flexibility 

Support for Vendor Independent 
Collaborative Working Systems 

Figure 2: Information Supported Integrated Product Development 

The pursuit of an information supported integrated product development system 
raises a number of issues as follows: 

1. What functions in the product development process should be supported? 
2. What types of information model are needed to support each function? 
3. What information structures are needed to support the input and output of each 
function? 
4. What information needs to be shared between functions and how can this be 
achieved? 
5. How can flexible information systems be achieved which can be readily 
maintained and updated? 
6. Do information models just capture information or are some of them knowledge 
models? 
7. What characterises a useful set of information systems design tools? 

THE FUNCTIONAL REQUIREMENTS OF DATA MODEL DRIVEN PRODUCT 
DEVELOPMENT SYSTEMS 

The functions to be supported will depend on the particular development process to 
be supported. In order to explore the issues in information model supported 
integrated product development this work has focused on the interaction between 
design for manufacture and manufacturing planning in a global environment. An 
example of interacting functions involved in the design of an injection moulded 
product is illustrated in figure 3. In this example the plastic product and the mould 
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provide the key product information contexts for the design and manufacturing 
functions. However there are many sub-contexts to be supported each of which has 
its own information requirements. 

CONSUM ER PRODUCT 
~ / 

./ 
COllI! ....... ,/ 

CA""'-.. 
f{ (1M) ----+'" 

"""""' ....-" 
OTl'll~ / 

MAC"'NI!IIO 

1 -y .-. .... 

~ \:: 
MANUFACDlBEB 

Figure 3: An example of multiple functions in product development 

The basic concept of information model supported product development is that any 
software function that is involved in supporting product development will draw on 
the information models for information inputs and will supply its outputs into the 
information models. Figure 4 shows three example applications to support the 
development of an injection moulded product. Each of these applications draws 
product information from a product model and manufacturing information from a 
manufacturing model. 

~--~-

MOULD MACt-IHIHG 
~NTAT1ON 

-;. ;J 

SUPPORT 
APPLICA llONS 

NUFACTUR 

FACILITY 

NFORMATION 

Figure 4: Different information contexts to support specific applications. 

The product information for each application is specific to that context. Hence the 
design for mouldability application has a mouldability context, core and cavity 
design have a mould design context and core and cavity machining have a mould 
machining context. Necessary manufacturing information concerning injection 
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moulding machines and machining processes are drawn from the manufacturing 
model. The significance of these information structures is that interactions between 
applications are handled via the information models. The only constraint on the 
action of an application is the availability of information in the information model. 
Interactions between applications must therefore be dealt with via interactions 
between the information in the models. 

A further necessary information model is one which can provide information 
concerned with previous designs and support design re-use. This can be achieved in 
variant and adaptive design through the use of a product range model which captures 
sets of product functions and maps these to a sets of possible solutions. Specific 
solutions can then be identified for a particular design situation, dependent on the 
constraints and pre-conditions which apply in that case. A product range model, 
while having some similarity with a product model in that it is concerned with a 
product type, is substantially different in that it is concerned with capturing 
information concerning previous designs. The aim of the product range model is that 
the information which it contains should be re-used to support new product 
development. 

THE STRUCTURE OF THE INFORMATION MODELS 

The three models explored in this research are product models, manufacturing 
models and product range models. While further information models are likely to be 
needed to support the full product life cycle, these three are believed to be of 
particular importance. 

As explained in the previous section, a product model must be able to support 
multiple information contexts if it is to be of real value in an integrated product 
development system. Such a model is considered to be at the heart of any such 
system as it must maintain all the key information related to the product which is 
under development. Figure 5 shows a UML class diagram of the general product 
data structure that has been defined into which multiple information contexts can be 
constructed. This is achieved through the views class, which can support a range of 
design views of a product, or manufacturing views of a product, or other views as 
necessary. 

A Manufacturing Model is somewhat different in that it is concerned with 
manufacturing facilities rather than products. Its aim is to capture a representation of 
the manufacturing capability of a global facility. A general representation to capture 
this in terms of resources, processes and strategies has already been defined and 
reported [9]. However the relationships between resources, processes and strategies 
have not, until now, been clearly specified. Figure 6 provides an illustration of a 
manufacturing data model showing the dependencies between resources processes 
and strategies. 

The product range model, at a simple level, captures links between the functional 
needs of a product type and possible design solutions. However, to be of value, the 
product range model must capture the interactions which occur between possible 
design solutions as well as being aware of the constraints which any existing design 
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decisions may place on remaining options. A class structure for a product range 
model has also been defined in a similar way to product and manufacturing data 
models. 

PRODUCT CHARACTERISTICS 

1-· _ _ . '_ .~ 

DESIGN VIEWS 
~.......--

~ 
.i:....-MANUFACTURING VIEWS 

'----
i .... 01 _ ...... . --- "'-=--'""-='-:;;;=---.,:;--
c---

Figure 5: A product data structure to support multiple contexts, 

/ - $i""_J , RESOURC 

b~-- 1 l-==-J,~ 

MACHINING STRATEGIES 

Figure 6: A Manufacturing Data Model showing dependencies between resources, processes 
and strategies, 
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INTERACTIONS BETWEEN INFORMATION MODELS 

Although a manufacturing model is very different from a product model, there is a 
need for links between these models to be maintained to support interactions 
between product information and manufacturing capability information. This can be 
achieved through the use of common contexts. For example machining features in 
many research papers are considered to be part of a product model which provides 
input to a process planning application. In this research the alternative 
manufacturing routes for a particular feature are held in the strategies class of a 
manufacturing model. The product model captures a sufficient understanding of a 
machining feature, within the dfm view class to enable access to the information in 
the manufacturing model. 

In order that chosen resources and processes from a manufacturing model can 
then be captured in a product model, parts of the same information structures can be 
used in both models. In this way design for manufacture and process planning 
applications can interrogate the information models to gain information and input 
results of decisions into the product model. 

In a similar way a product range model can capture historical evidence of the 
alternative ways in which the functionality of a particular type of product can be 
achieved. Again this must be captured in such a way that a link between product 
model contexts and product range model information can be maintained. For 
example the data structures for particular design solutions in the product range 
model should match the data structures in the product model which must capture the 
design results. 

INTERACTIONS WITHIN INFORMATION MODELS 

The three information models of product model, manufacturing model and product 
range model all have information interactions which take place within the respective 
model. These interactions must be supported and maintained if a successful 
information support system is to be produced. 

Given the central role which product models have in an integrated product 
development system, it is clear that maintaining information interactions within a 
product model are also central to the successful implementation of a product 
development system which can support multiple design contexts. If each application 
requires its own product data structure to maintain the relevant context as was 
illustrated in figure 4, then there is a need to develop interaction routines that 
maintain the relationships between the information within these contexts. This is 
highly significant for future integrated product development systems, as this need to 
understand and define relationships between views is critical to the future success of 
such systems. 
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CONCLUSIONS 

This paper illustrates the potential for information model supported design and 
manufacture to offer a new approach to team based design support. Routes to 
solving some of the problems of information contexts and information sharing are 
highlighted. The need for a number of information models which go beyond the 
general approach of product modelling has been shown as has the need for the 
relationship between these models to be clearly defined within their information 
structures.lt has been argued that mechanisms for the support of multiple contexts 
must be clearly specified before information supported integrated product 
development systems can be of real value to design teams. 
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INFORMATION 

Towards a process technical data management 

Abstract. Often, the development of Computer Aided Process Engineering (CAPE) for Manufacturing 
Engineering Departments (MED) leads to isolated Databases (DB) because of the past vertical orientation 
of system design (one database - one application). This usually caused a tremendous amount of data 
redundancy, heterogeneous manufacturing DB and, as a result, a configuration of manufacturing design 
that was far from optimal. Our objective here is to overcome those difficulties, by proposing a new 
Information System scheme, based on the construction of two models with interactions in two directions: 
the "Business Model" is a representation of business processes according to different views of the 
company: Function, Activity, Milestone ... and at different levels of detail: Conceptual, Logical and 
Physical. The second one consists in modeling the trade objects (common and specific) with their mutual 
interactions. Eventually, this project should lead to a standardization of process specification (resource 
and operation stated references) with special emphasis on the data handled during the engineering stage. 

INTRODUCTION 

The issue of Technical Data Management (TDM) is not new. Number of 
research projects [1] have tackled several aspects of the implementation of an 
integrated Information System (IS) for an integrated interprise. Let us mention: 
information exchange standards (STEP, PDM Enablers), techniques of company 
data and process modeling, the role of information technologies, and so on. 
However, we did not hear about any attempt to formalize a process data 
management procedure for a specific company. Such a methodology should address 
all the aspects of the engineering and the production stages, and should also address 
the evolution and maintenance of process data management itself. 

The Design Departments (DD) were probably the first to be confronted with 
issues related to TDM. The Manufacturing Engineering Departments (MED), in 
tum, are confronted with an informational process patrimonial to manage, with 
databases distributed by activities without connections and with associated problems 
such as documentation and management of product/process diversity. Table 1 
summarizes such an issue from the DD and MED viewpoints. 
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The Renault French car manufacturer started its questioning during the "digital 
factory"l project to evolve towards proposals of TDM solutions compatible with 
CAPE tools along the stages of a new vehicle project (see figure 1). 

Table 1. Needs in TDM in DD and MED: some comparisons. 

Product LOl(ic Process Logic 
Modeled object Product and product design process Product engineering process: 

associated operations and resources 
Potential clients Essentially, the engineers of DD The MEDs (engineering and 

production) 
Aimed technolqgy Product-oriented TDM Process activity oriented TDM 
Digital mock-up The object studied is the product The object studied is the industrial 

system 
StandardlReferenc Product (bill of materials, components Tools and operations bills of materials. 
e frameworks dictionary, etc) Functional graph of the production 

factory ... 
Diversity Product (product diversity) Process and resources scenarios 
Exchanges with CAD and dimensioning in DD CAPE2 : simulation, production plant 
softwares layout 

Intentions - Orientations - Pre-Contract - Contract - Tool settings - Manufacturing 
settings - Commercial settings 

Logistic & 
Handling 

Quality 
Control 

Operating 

I I plans 

PDM solution 

II 

Robotic 
performances 

Space layout 
design 

Figure i. integration of the existing is: towards a TDM solution. 

2 OBJECTIVES OF THE TDM 

The functions of the TDM have been described in numbers of references [9]. Let 
us quickly mention them: 

Configuration management and ProductiProcess diversity considerations. 

1 The purpose was to build models of production flow simulation in the Renault 
factories and to get a tool allowing the project review and the process numerical data 
stating. 
2 Computer Aided Process Engineering 
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Documentation storage and management. 
Transverse integration with existing IS and CAPE tools and time 
integration (from the project to the factory). 
Management of procedures and processes requiring the visualization of the 
activity along the vehicle project stages (from preliminary project to 
production stage), at different levels of abstraction (from the most generic 
processes to the elementary ones), and presented with a strategic, functional 
or organizational viewpoint. 
Standardization of the process specifications in the form of a functional and 
structural grouping of plant layout, elements of the process classifying 
(operation types) and resources (machines, tools, operators). 

Outer specifications for TDM needs are currently assessed by Renault shop 
managers in partnership with potential providers of PDM softwares. We had to work 
on the inner part, i.e. the structure of process data, identifying the data needs in the 
preliminary project stage of the process activity and the merging of the existing 
databases. In this chapter, we further state the design methodology for the new 
integrated IS scheme with the principles and tools suggested. 

3 DESIGN METHODOLOGY 

Our new IS is built on two models: the "Business" and the "Data" models with 
interactions in both directions. The systemic approaches [3,7] exhibit a particular 
interest for the "Business Model" and proceed in a top-down mode along the 
modeling phase/stage. Conversely, works inspired by CASE tools (Computer-Aided 
Software Engineering) [2] proceed in a bottom-up mode when first modeling the 
company objects and then declining the use cases of the object. 

Our suggested approach reconciles both visions (bottom-up and top-down). 
Then, it is possible to detect for each agent, process, project milestone, what the 
concerned IS are and how they have to be developed or improved to modify the 
current situation. Conversely, for any existing IS or IS development project, all the 
possible strategic advantages may be determined without being limited by an 
operational or local use (see figure 2). 

< Business MOdel> 

~~D~ 

Process/operation 

Factory configurations 

Figure 2. New approach of an IS design methodology. 
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3.1 Business Model 

Stage 1 : Listing of all the activities able to intervene in the long engineering 
process and the different company entities currently represented by the questions: 
who? (agents), what? (data), how? (function and process), when? (project 
milestones), where? (locations) and why? (motivations and objectives, see figure 3). 

Stage 2 : refining the model with the aid of standards specification diagrams 
while identifying the links between the components. With Business Engineering 
techniques [5], redundancies are studied and the activity logic scheme is redefined 
for a better optimization. 

We submitted our specification diagrams to shop managers who validated them 
and proposed some new reengineering solutions. 

3.2 Data model 

Stage 1 : Enumeration of activity objects classified on axes Product - Process -
Resources and a fourth axis "project/factory configurations" in which entities 
featuring specifically a project or a factory are classified. These are elements which 
cannot be standardized (see figure 4). 

Stage 2 : Analysis of the potential objects similarities in order to determine the 
common and the specific objects for the activities and then global object classes. 

Stage 3: Refining data classes by data modeling techniques [14]. Figure 5 
illustrates the main types of interaction between objects. 

ORGA.UNITS ACTIVITIES FUNCTIONS 

Assembly Assembling Welding 

Logistic Pan geometry Line balancing 

Control Simulation Operating plan 

Assembling Layout Planning Documentation 

Handling Line balancing 

TECHNOLOGY PROJECT Agents 
Ustation MILESTO ES Operator 
Simulation soft. Vehicle Target cost Analyst 
Time analysis Direct ion Shop manager 
Reliability Activities Flow engineer 

Figure 3. The Business Model components. 

PRODUCT PROCESS RESOU RCE FACTORYIPROJ . 

Generic pan ManuaVauto oper. Cell i Station Surf ace area 

Assembled pans Work element Tools Workforce model 

Composi te Operating time Robots % automation 

assembling Process hypothesis Operators % investment 

Imponed pan Side line Layout location 

Figure 4. Brainstorming on the handled activity objects. 
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3.3 Function to data mapping 

Declining use cases between the Business Model and the Data Model is a crucial 
issue. In order to avoid resorting to functional approaches, some authors [4,6] 
propose a second level of modeling allowing to reconcile the two models. For each 
function (participating to one or several processes), the principle is to define the 
required data for documenting the appropriate function. Figure 6 illustrates a simple 
example of such a mapping. 

Station c, .rea 
Attributes Dependen cy Attributes r---------

I 

Operations 0 I 
I Operations 0 

0 

Attributes 

Operations 0 

Process: 
assembling 

• , .t"tilln 

Tnheritence Attributes 

n Operations 0 
Association 

Agg<?'tion _ Attributes 

Operations 0 

Figure 5. Main interactions between data classes. 

Function: Welding 

Function: Sticking 

Welding techniques 
Sequence of points 
Robot tool 
Station ID .... 

\....... Function: Screwing 

\'~F-u-nC-l1-' o-n:-.-.. -.. -----, 

'-~ _____ y-._-----.J 

The data refer to different data 
classes. 

Figure 6. Function to data classes mapping. 



www.manaraa.com

152 A METHODOLOGY FOR MODELING PROCESS INFORMATION 

4 PRINCIPLES AND TOOLS 

4.1 Zachman Metamodel 

In the literature, there are numerous company architectures [13]. Among them, 
we chose the Zachman3 reference frame for our modeling work. It proposes to cover 
all the company views at different levels of details thanks to standard modeling 
methods belonging to the following categories: 

Process modeling: Catalyst4 method 
Data modeling :Entity-Relation 
Object modeling: UML 
Structured Methods: Gane/Sarson, WardlMellor. .. 
And other useful diagrams: Flow Chart 

The detailed rules of this framework are not given here. The reader is invited to 
refer to the copious literature on the subject [11]. 

4.2 Bottom-up and top-down approaches 

We implemented an exhibition platform representing the automatic building of 
the assembly shop simulation models. We collected and modeled the minimal 
amount of data for the purpose of our model. 

This work allowed to validate our suggested approach, i.e. combining an 
ascending approach and a descending approach in the design of an IS. Our approach 
does not necessarily comply to the classical scheme of new ISs design: from 
conceptualization to implementation ignoring the existing solutions. Indeed, as can 
be seen in figure 8, we simultaneously worked on the existing databases that we 
rebuilt with the aid of reverse engineering techniques and that we enriched with data 
from needs perceived at a contextuallevel5. 

3 This conceptual framework is described by a 36-cells matrix covering the company 
views represented by the questions: "Who, What, Where, When, Why, How". These 
views are divided into six dimensions representing the abstraction levels of the 
models. John Zachman, author of these concepts, collaborates, through the Zachman 
Institute (www.zifa.com). with end-users and software editors for promoting and 
deploying this architecture. 
4 By CSC (Computer Sciences Corporation, 
http://www.csc.com/france/soIutions/soIutionsdomaines.htm). Due to its recent 
existence, there is no book on the subject. 
5 The needs are mainly macro-data handled in a preliminary project stage and 
initially non formalized. 
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5 CONCLUSION AND PERSPECTIVES 

Some expert studies and specialist thoughts showed the advantages to integrate 
technical Information Systems of industrial companies. The Renault company, as all 
car manufacturers today, has decided to question the architecture of its process 
technical ISs and to start an important project for this purpose. Our contribution 
concerns the inner features of a PDM addressed to the Manufacturing Engineering 
Departments, that is the structuring of process data. The methodology and the 
associated principles and tools are illustrated in this chapter. A software platform is 
under implementation with a PDM solution, in order to model different kinds of data 
handled within the numerous activities of the Manufacturing Engineering 
Department. We showed that the existing databases can be re-used and enriched 
with the needs perceived after being modified by Reverse Engineering. Besides, the 
formalization of the logic scheme of the process activity is performed with the 
collaboration of the different shop managers who considered that such a 
capitalization was indispensable. We are now currently carrying out the second level 
of modeling that aims at representing the semantic links between the "Business 
Model" and the "Data Model". We also intend to introduce a 'Technology" view for 
the identification of the different software components used by the different 
activities. Finally, we intend to use the "CRUD" matrix6 in order to locate the place 
where the information has been created and to define the rights of modification and 
access to the new database. We should converge to a generic reference framework 
for process data (operations and resources) in order to build a common dictionary 
for all vehicle projects. 
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Figure 8. Followed scenario for the design of a new database from the existing databases and 
assembly simulation needs. 
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A SET OF NEW TOOLS FOR THE AUTOMATIC 
MESHING AND REMESHING OF MECHANICAL 

PARTS 

Abstract : We are proposing here an approach of the automatic three-dimensional mesh generation 
problem featuring a pre-optimization scheme based on the discretization error and on the "a priori" 
evaluation of a Brep model in order to identify, directly (without FE calculations) and automatically, 
geometric features causing stress concentration. Also, the design process usually implies modifications of 
an initial solution. We are also proposing here an original approach allowing the automatic remeshing of 
3D parts in the case of geometric and/or topologic modifications. 

1. INTRODUCTION 

Today, Finite Element Methods and CAD/CAM are still two distinct fields. There 
are only a few solutions that present a efficient link between the FE and the whole 
CAD/CAM process. For a 3D solid part, building the FE model is the most tiresome 
step. In commercial FE software, this operation is made using tools borrowed from 
the CAD. Nevertheless, these tools are often simplified compared to those existing 
in CAD systems. The data transfer between CAD systems and other applications 
remains another problem that engineers have to overcome frequently. The main 
objective of the work presented here is to make the use of FE methods easier 
through a better and more efficient integration between CAD and FEA. 

The major problem in the achievement of this integration remains automatic 
mesh generation even if some major improvements have been obtained in this field 
in the last ten years. We have developed [4] in order to improve the FE and 
CAD/CAM integration: 

• a nodal spacing pre-optimization process based on the discretisation error 
and on geometric features recognition techniques. 

• two automatic remeshing procedures in the case of geometric and/or 
topologic modifications of the part's solid model. 

2. MESH PRE-OPTIMIZATION 

The aim of this process is to translate automatically Brep features [7][9] into a nodal 
spacing nodal function Ell [1][2]. After this, the automatic mesh generator must be 

able to produce a mesh respecting this function as closely as possible. In our work, 
we use this concept in order to control the discretization error and to generate mesh 
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density increases around geometric features causing stress concentrations. 

2.1 Mesh pre-optimization based on the discretization error 

The whole process starts with the input of two parameters £ and Eng. £ represents 
the maximal distance between the true and discretized geometries. Eng represents 
the maximal distance between two connected nodes. In fact, Eng could be defined as 
a constant nodal spacing constraint in non-refined zones. Our mesh generation 
process follows three main steps (edge mesh, face mesh, solid mesh) and, by the 
way, three types of nodal spacing functions are defined. 

A new method has been developed for the edge discretization. It is a direct 
method, which consists in distributing the discretization error on all the elements 
[1][4]. 

The triangulation method used is an advancing front process. It is based on a 
classic scheme with an adaptation in order to take into account the riemannian 
metric [2] [3] [10]. The automatic volume mesh generation (tetrahedra) is also 
achieved using an advancing front process [6][8]. Applying this process, we are able 
to mesh a 3D solid model automatically and using a proper element distribution. 

2.2 Mesh pre-optimization based onfeature recognition techniques 

The automatic identification ofform features [14] [15] which will eventually be the 
source of high gradients is feasible and we are going to demonstrate in what way it 
is possible to use this information in order to refine the discretization around those 
features by applying the next process [12] [17]: 

• morphological analysis of the object 
• identification of zones with potential high solution gradients. 
• analytical determination of a nodal space value function that is suitable to 

these zones. 
These geometric features have been defined as analysis features [12] [17]. An 

analysis feature is a feature as defined by Shah [11] with an engineering significance 
related to the physical analysis context. Therefore, the process consists in integrating 
to the product model, a density functional based on the part's analysis features in 
terms of mechanical strength for example. This integration is in fact done quite 
naturally as the high density zones are extrapolated from the geometric model itself 
instead of being extrapolated from discrete spatial positions like in classical 
approaches. Moreover, we can emphasize that during the design process the 
identification of high stress gradients zones via feature recognition has to be done 
only once. Indeed, the high density zones are integrated to the geometric model 
through the B-Rep topological entities so that in the case of a geometric model 
refinement, if the object's topology is unchanged, these zones can be extrapolated 
without further geometric analysis. 

In the case of 3D linear elastic stress analysis, we have identified, as a first 
approximation, three types of form features with a potential major influence on the 
stress field calculated during the analysis step [17]: 
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• material withdrawals: this group of features includes various shapes such as 
topological holes, pockets, slots, ... 

• concave edges: this case corresponds to an edge formed by the intersection 
of two surfaces with a material angle that is superior to n. 

• concave fillets: these are joining surfaces between two surfaces forming a 
material angle that is superior to n. 

We have also used this approach in order to identify machining features for 
process planning purposes [13]. 

3. MODEL MODIFICATION 

The modification of the solid model can take different forms. Depending on the 
operations carried out we distinguish two different types of modifications of an 
initial solid model: 

• geometric modifications: the initial solid is modified without changing its 
Brep topological structure. 

• topologic modifications: the topologic structure and/or geometric 
parametrers can change. 

By considering these different types of modification, two remeshing strategies 
have been developed: 

• the first one only applies when the solid modification is geometric. It is a 
very fast and efficient process but it is restrained to cases for which the 
topologic structure of the mesh can be kept constant. 

• the second one applies for all types of modifications (topologic and/or 
geometric). It is a general purpose procedure. 

3.1 Remeshing strategy 1 

As the topologic structure of the Brep remains the same, we can apply the same 
mesh topology. Thus, the initial mesh is directly fitted to the new solid by a set of 
changes in the nodal locations [4]. The nodal fitting algorithm is based on a nodal 
chaining scheme. This process takes place following three steps (edge remeshing, 
face remeshing, volume remeshing). 

3.2 Remeshing strategy 2 

The basic principle used in this second approach is to identify zones where the initial 
solid model has been modified, to destroy elements inside these zones and to remesh 
these zones [4]. For 3D solids, it is very difficult to identify these zones explicitly 
like in the case of 2D planar domains [5]. The solution that we have developed is to 
isolate blocks of tetrahedra. 
The algorithm consists in suppressing tetrahedra in modified zones without 
identifying explicitly these zones in order to minimize the CPU time. 
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4. RESULTS 

We present, in the following paragraphs, a set of results with statistics associated 
about CPU times and about the respect of the imposed nodal spacing functions. 
Examples 1 to 4 illustrate mesh pre-optimisation based on feature recognition 
techniques, although examples 5 to 8 illustrate mesh pre-optimization based on the 
discretization error as well as automatic remeshing in the case of model 
modifications. 

Example la: 
Command lever (constant density) 

Number o/triangles : 3758 
Number 0/ tetrahedra: 10571 

Example lb: 
Command lever (pre-optimized) 

Number 0/ triangles: 1944 
Number o/tetrahedra: 6013 

Example 2: 
Sample part 

Number 0/ triangles: 1982 
Number o/tetrahedra: 5900 
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Example 3: 
Pump body 

Example 4: 
Tool holder 

Number a/triangles: 4010 
Number a/tetrahedra: 14056 

Number a/triangles: 3142 
Number 0/ tetrahedra: 6899 

Example 5. Geometric type modification: extension a/the central part a/the crank arm. 
Number a/triangles: 3370 

Number a/tetrahedra: 8529 
maximum Evalue : 0.25 

CPU time initial mesh: 486 
CPU time modified mesh: 4 

161 
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Example 6. Topologic type modification· addition of a hole in a base ejector. ([= 1 
Eng=15) 

Number of triangles .- 4874 
Number of tetrahedrons .- 15453 
[calculated value maximal .- 0.9 

CPU time initial mesh .- 1356 
CPU time modified mesh .- 137 

Example 7. Topologic type 
modification .- a chamfer is replaced by a fillet in a shifter fork ([=0.5 Eng = 1 0) 

Number of triangles .- 1734 
Number of tetrahedrons .- 5598 

[calculated value maximal .- 0.5 
CPU time initial mesh .- 538 

CPU time modified mesh .- 132 
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Example 8. Geometric type modification : modification a/the holes radius values in 
a lever bracket (&=0.25 Eng=10) 

Number a/triangles: 9686 
Number a/tetrahedrons: 27376 

maximum & value: 0.25 
CPU time initial mesh: 1709 
CPU time modified mesh: 12 

5. CONCLUSION 

163 

We have presented here a work aiming to integrate in a better way FE methods in 
the whole CAD/CAM process. It is first achieved calculating nodal spacing 
functions based on the discretization error and on geometric features identification. 
This is one of the strategies that can be used in order to produce more intelligent 
element distributions. The integration between FE and CAD/CAM has also been 
improved by the introduction of automatic remeshing functions. With these 
completely original techniques, an initial mesh can be partially or totally fitted to a 
new geometry. The overall CPU time gains can be very substantial when using the 
pre-optimization and the automatic remeshing. 
Of course, in some cases the complete remeshing of the part still has to be used in 
order to obtain efficient enough meshes. These tools have to be seen as an additional 
set of automatic tools aiming at the improvement of CAD systems in the field of 
mechanical design. 
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A CONTROL CRITERION DEDICATED TO DETAIL 
REMOVAL FOR F.E.A GEOMETRY ADAPTATION 

Abstract. This paper presents the integration of simplification and idealisation of the geometry 
definitions of FE (Finite Element) models during the various steps of a FEA (Finite Element Analysis). 
This integration is performed using a polyhedral representation of a part which allows the engineer to 
perform all transformations required to adapt the geometric support of the model. These transformations 
are carried out through a vertex removal process which is monitored using geometrical and mechanical 
criteria. These criteria based on the analysis of the FE model provide interactive (through an a priori user 
definition) or automatic (through an a posteriori error estimator) management of geometry 
transformations. This approach is illustrated through two examples: the first one is based on an interactive 
a priori adaptation, and the second one is based on an automatic a posteriori adaptation. 

l. INTRODUCTION 

Today, the Finite Element Method (FEM) is among the most efficient numerical 
tools for many problems of structural mechanics, mechanical design, fluid 
mechanics, ... Even if this method provides valuable and dependable information 
regarding the analysis, successful use of this technique still requires significant 
expertise, time and expense. Because of the complexity of mathematical models 
associated with practical problems in the mechanical design process, analysis steps 
in the design cycle are often restricted to validation phases. One of the most time­
consuming and expertise-intensive task faced by analysts is the discretization of a 
general geometric definition into a valid geometric support to process a FEA. 
Indeed, the original geometry definition is sometimes too detailed and complicated 
for analysis purposes. Thus, the analyst may choose to modify the input geometric 
model in order to generate a model easier to mesh and less expensive to compute. 

Recent developments of software and hardware allow to provide tools able to 
increase the automation of this task. But, as M. Halpern [1] shows it, the state-of-art 
in CAO-FEA integration is not yet able to satisfy the requirements of the early 
design practice. Therefore, significant advances are still required. The approach 
developed here focuses on the integration of simplification and idealisation of the 
geometry definitions of a FE model during the various steps of a FEA process. It is 
based on the use of polyhedral representations acting as intermediate models able to 
provide significant freedom for shape modification controlled by a mechanical 
criterion. 

2. DETAIL REMOVAL INTO F.E.A PROCESS 

In the field of finite element models generation, the need of geometry simplification 
and idealisation is a topic increasingly presented in the state-of-art. Indeed, even if 
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large progress have been obtained in the mesh generation field (a priori mesh 
optimisation, a posteriori mesh adaptation, ... ), features of the geometry (as high 
curvature area, holes, ... ) still largely constrain a mesh definition. Thus, geometry 
adaptation has become a step required to improve mesh generation. Few solutions 
have already been proposed. Sheffer [2] uses virtual topology to develop a scheme 
for detail removal and geometry clean up. Drake[3] uses a technique based on 
heuristic knowledge to detect and to remove features from C.S.G models. Dey [4] 
has developed local mesh modification operators to perform the automated features 
identification and elimination. These operators are mainly based on the detection of 
small edges. Mobley[5] presented two general categories of defeaturing: geometry­
based de featuring and finite element model-based defeaturing. He used an object 
oriented approach for C.A.D. geometry defeaturing. Armstrong [6] uses the analysis 
of the object skeleton produced by the M.A.T. (Medial Axis Transform) for 
determining what simplification and what idealisation to process on the geometry. 
Lee[7] uses Fourier Transform to build a metric system to characterise features size. 
This metric system allows to determine, according to the sizes computed, a 
classification of features. Under these conditions, a user can choose a size value as 
the maximum size of "details" and remove all features which have a smaller size. 

All these approaches propose automated or interactive tools for geometry 
transformation (either on CAD models or FEA models) but details identification is 
still based on the analysis of the geometry of the part whereas in FE models the 
meaning of "details" is not only defined from geometry attributes but also from the 
mechanical behaviour of the part. Indeed, geometric details of a part (small holes, 
thin ribs, ... ) may be the location of critical stress concentration under specific load 
cases and may have negligible effect in other configurations. 

To this aim, our approach is based on the use of a mechanical criterion (defined 
in section 3) able to monitor automatically the geometry adaptation. This criterion 
ensures that all geometric simplifications or idealisations applied to the part do not 
significantly change the result of the desired analysis. 

3. AN APPROACH TO MANAGE GEOMETRY ADAPTATION 

Why using a polyhedral geometry? The approach proposed here is based on the 
use of polyhedrons as geometric definition for the meshing step of a FE model 
generation (see step 1 in the following sub-section). Polyhedral geometry has been 
chosen because of its significant freedom for shape modification. Indeed, compared 
with B-rep or CSG models which use high order mathematical definitions of the 
geometry (splines, cylinders ... ), polyhedrons are only defined as a set of vertices, 
edges and faces. Hence, such a geometric definition allows an object to be modified 
without any shape constraints whereas it is difficult to work out functions to 
transform a cylinder into a complex free-form surface for example. 

To keep a link between the C.A.D model and FE one, a polyhedral model is used 
as an intermediate model. On one side, a link between C.A.D. and polyhedral 
models can be ensured by mean of a concept of classification of the entities 
(vertices, edge, faces) forming a polyhedron [8]. On the other side, a polyhedral 
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model is a geometric representation able to cope with all data required for the 
definition of FEA models: it is able to describe all different shapes required for a 
FEA model (open or closed surfaces, non-manifold geometries) and to incorporate 
data used to define the boundary conditions. 

~ 
(a) 

~ 
nesiled Fini,. Elo,\on, Si.e 

(b) 

Figure 1 .a. b) An example oj envelope around a 2D geometry (a) the initial 2D Spline. (b) 
mesh elements lying into the envelope. c) An example oj envelope around a 3D geometry. d. 
e) (d) initial hole lying on the input polyhedron. (e) basic polyhedral model obtained after 
simplification. 

How to manage geometry adaptation ? To ensure that geometry adaptation 
does not significantly modify the mechanical behaviour of the part studied, all 
geometric modifications are managed by a mechanical criterion defined according to 
the desired analysis (see step 2). 

Tools for geometry adaptation are defined from the approach developed by 
Veron [9]. Geometric operators developed by Veron use an iterative vertex removal 
process and local remeshing operators to produce a simplified geometry. Compared 
to other approaches [10, 11], Veron's approach has the advantage to ensure, using an 
"error zone" concept, the control of the distance between initial and simplified 
polyhedrons. The use of this "error zone" concept allows the user to define, around 
the geometry, a discrete geometric envelope able to bound shape transformations 
(see step 3). 

On the basis of these operators, new operators have been developed in order to 
process all transformations required for the adaptation of the geometry of a FEA 
model (see steps 4 and 5). 

The following sections list the successive steps required to carry out a geometry 
adaptation during a Finite Element Analysis process: 
1- Generation of the polyhedral geometry. The basic description of a polyhedron 
(vertices, edges, faces) allows software to generate it easily from the most common 
geometric descriptions. Thus, it can be generated from all C.A.D. models and even 
directly from an existing FEA model. Once this polyhedral geometry has been 
obtained, specific data (Boundary conditions, data from C.A.D, ... ) can be 
transferred onto it, 
2- Identification of the mechanical behaviour of the part. To ensure that the new 
model defined after a geometry adaptation process has the same mechanical 
behaviour than the initial part, it is necessary to monitor the geometry adaptation 
through a mechanical criterion. This criterion must allows the user to characterise 
each area of the part that can be identified as a "detail" for the F.E.A., i.e. areas 
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which can be removed without producing significant modifications of the stress 
field. Hence, criteria used must be defined for a given part in the context of a desired 
structural analysis (load case, objective of the analysis, ... ). 

The concept chosen for this criterion, is a "map of finite element sizes". This 
map represents, for a given analysis, the specification (sizes of elements) used to 
build from the initial geometry a mesh which allows to reach the desired accuracy 
for the analysis and which model correctly the strain energy distribution in the part. 

Two directions have been considered to build this map: 
an interactive a priori approach: during the pre-processing step of a FEA During 

this step no new task for the analyst has been added. All data required to build this 
map are extracted from the initial step of the FEA analysis in which the analyst 
defines an appropriate initial mesh, i.e able to ensure a given accuracy of the 
analysis of the part, 

an automated a posteriori approach : during loops of FEA computation. In this 
case, the map of element sizes is obtained automatically from a previous analysis 
computation by an a posteriori error estimator [12, 13]. Such estimators have been 
designed to provide, from an initial computation, data (map of element sizes) used to 
redefined at each computational loop of the analysis, a new mesh able to give more 
accurate results. 

In each approach (a priori and a posteriori), each size of element of this map is 
directly linked with the stress field and thus with the mechanical behaviour of the 
part. Thus this map of element sizes allows the adaptation to define, for a given 
analysis, a minimum level of discretisation for the part. Therefore, if meshes 
generated from an adapted geometry are able to respect this level of discretisation, 
then the result of FEA is kept unchanged compared with the initial model (according 
to the desired accuracy). This level of discretisation is then well suited to monitor 
geometry transformations. 
3- Definition of a geometric envelope restricting geometric transformations. The 
problem of geometry adaptation is to be sure that adapted geometry stays compatible 
with the level of discretisation defined by the map of element sizes, i.e. to be sure 
that adaptation operators do not generate inadequate transformations. This 
monitoring of geometry transformations is achieved using an extension of the "error 
zone" concept developed by Veron. 

The geometric envelope, defined from this concept, is computed from data of the 
map of element sizes according to geometric characteristics of the part (local 
discrete curvature, ... ). Taking into account these characteristics of the initial part 
ensures that the coarsest geometry lying within this envelope is still an adequate 
representation to perform the desired analysis. 

Figure la, b shows a 2D example of an envelope definition. This envelope was 
generated according both to the target size of finite elements and to the curvature of 
the spline. Figure Ic shows an example of a 3D envelope. On this figure, the 
envelope has a discrete representation. The value of the distance between the part 
and the envelope in each area of the part has been assigned to each vertex of the 
input polyhedron and is displayed as a sphere. 
4- "Details" identification. In our approach "details" are areas which would need 
high mesh density because of their geometric shape. So details identification lead to 
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determine edges, vertices and faces of the polyhedron which characterise these 
areas. As far geometric adaptation is performed through a vertex removal process, 
the order in which vertices are removed has a great influence on the transformations 
carried out. Under these conditions, a strategy of vertices selection has been 
developed. This strategy requires the identification of three kinds of details: 

the "geometric" details. These details are geometric features defmed on the 
surface of the part (thin ribs, ... ). They are identified using an analysis of the discrete 
curvatures of the input geometry. This analysis leads to the identification of vertices 
laid on "geometric" details. 

the "topological" details. The "topological" details are the holes of the part. They 
are identified using an analysis of the topology of the polyhedron. In this case, the 
analysis leads to identify sets of vertices, edges and faces defining holes. This 
analysis uses a first polyhedron simplification (vertex decimation, see step 5) to 
reduce holes to their basic shape, i.e. a prism with triangular bases (see Figure I d, e). 
This identification is easily performed for convex holes. For non-convex holes (for 
example : holes with T or L shapes), the use of the vertex decimation process 
requires to define a characteristic size (global size or thickness of each branch of the 
hole) for a "detail hole" identification. 

the "dimensional" details: These details are subsets of the object geometry that 
may be "idealised", i.e. specific areas of the initial 3D geometry that may be 
represented by 2D or ID geometry (such as surfaces or lines). The identification of 
such details requires a geometric analysis of the object to identify each of these 
subsets. At present, implementation of criteria performing this analysis are under 
focus. 
5- Adaptation operators. For each category of details, a specific operator has been 
defined: 

Simplification operator: This operator only deals with vertex removal and local 
remeshing processes, 

Topological operator: This operator is able to perform hole removal through a 
vertex, edge and face removal processes, and changes the genus of the object. 

Idealisation operator: Compared with the two other operators, this one must deal 
with the generation of medial axes or surfaces of polyhedron subsets. Therefore, this 
operator must be able to remove, move and create entities (vertices, edges and 
faces). The characteristics of such an operator have been identified and its 
implementation is going to be inserted into our adaptation process. 

Using these operators, each "detail" of the initial geometry can be removed but 
geometry adaptation must only be performed on "details" that can be removed 
without significantly modifying the FEA results. Hence, the geometric envelope 
defined from the map of element sizes is used to monitor adaptation operators. 
Indeed, geometric transformations are only applied if they lie into this envelope. 
This way, simplification and topological operators can be applied through an 
automatic process. 

In the context of idealisation operators, maps of element sizes do not provide 
data able to monitor such transformations. To apply this transformation on a subset 
of the polyhedron, it is necessary to estimate its specific behaviour (shell behaviour, 
beam behaviour, ... ). For this reason, an interactive idealisation process, using the 
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analyst expertise, is planned. Specific data from a FEA model (boundary 
conditions, .. . ) can also require specific monitoring of the adaptation operators. As 
an example, an area of the input polyhedron subjected to pressure must still exist on 
the adapted geometry. So during the adaptation process such data are transferred 
from the initial geometry to the adapted one. 
6- Mesh generation. After the adaptation process has taken place, the adapted 
polyhedron is used as a geometric representation for a mesh generation step. During 
this step, the map of element sizes (used during the adaptation process) is used to 
monitor the mesh generation in order to obtain an adapted mesh. 

: II ~ 0 Tr (<I 
" ~.~ '~. ~ o. ___ o[ 

.. .---~--- (hole rcrm\"'IJ) 

Figure 2 . a) the example part, b) the initial polyhedron (initial mesh), c) map of element 
sizes applied to the example part, d) result of the hole removal phasis, e, j) the adapted part 
(e) shaded representation, (f) wireframe representation. 

3. RESULTS 

An example of interactive adaptation. In the following example (Figure 2a, b), the 
map of element sizes has been defined a priori by the user based on his (her) 
expertise. This map is shown Figure 2c. In this Figure, the discrete envelope has 
been drawn only on the left area of the part. The right area (identified by the box) is 
not considered as useful by the user, so the envelope around it has been set as 
infinite. Figure 2d shows the intermediate step where holes, considered as details 
(according to the envelope) have been removed. Figures 2e, f present the adapted 
geometry generated from the user specification. This geometry is defined using a 
polyhedral representation that becomes the new geometric model used during the 
step of mesh generation. 

This example shows how, using an interactive process, a user can easily 
(defining only the discrete envelope, i.e. the map of element sizes) manage large 
geometric transformations (like holes or sub-parts removals). 
An example of automatic (a posteriori) adaptation. The example of geometry 
adaptation developed here is based on the structural analysis of the part presented on 
Figure 3a, b, c. The map of element sizes is presented in Figure I c.This map is the 
result of an a posteriori error analysis led by the LMT [13] (Laboratoire de 
Mecanique et de Technologie, eachan, France). According to the element sizes map 
and to the boundary conditions defined for this analysis, a geometry adaptation has 
been carried out. The result of this adaptation is shown in Figure 3e. The adaptation 
process has significantly modified the top of the part (holes and geometric details) 
and all the blending areas of the part has become coarser than the initial one. On this 
new geometry, the boundary conditions have been transferred by the adaptation 
operators during the adaptation process (Figure 3d). 
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Figure 3. a, b, c) case of study, d) adapted geometry with the B. C, e) the adapted geometry, f) 
adapted mesh on the adapted geometry, g) map of von Mises equivalent stresses onto the 
adapted geometry. 

To improve the efficiency of the adaptation, a FE analysis has been conducted 
for both the initial and the adapted geometry. For each geometry, a mesh was 
generated according to the map of element sizes defined above. Figure 3f depicts the 
mesh generated from the adapted geometry. Compared with the mesh generated with 
the initial geometry, the mesh generated from the adapted one has a better 
adequation to the element sizes map. Indeed, for the initial geometry, a high density 
of elements is required to mesh the areas where the two holes are located. With the 
adapted geometry these holes have been removed and the geometry has become 
coarser, then the mesh generation is easier to perform because the finite elements 
generated have a size smaller or at most equivalent to the size of the faces issued 
from the geometry adaptation process. 

Figure 3g illustrates the FEA results computed from the adapted geometry. The 
map of Von Mises stresses of the FEA computations shows that stress values in 
highly stressed areas stay close for both models (564 MPa and 545 MPa). Hence, the 
adapted model is able to provide an acceptable representation of the mechanical 
behaviour of the part. The differences between the two models comes from the fact 
that the boundary conditions slightly differ since the adaptation process performed 
keeps track of the areas of the boundary conditions but does not perform the 
required approximations over the mechanical data attached to these faces. 

4. CONCLUSIONS 

In this paper we have described the various steps and tools used to implement a 
geometry adaptation into a FEA process. This adaptation process managed using as 
input data a map of element sizes offers significant advantages: on one hand it can 
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be used as an automatic process using maps from an a posteriori error estimators 
and on an other hand it lets analysts perform their own transformations on the 
model. Such a map used as a mechanical criterion ensures that the new model 
generated by the adaptation process stays compatible with the analysis foreseen. 
Such a process reduce the complexity of the FE models and avoids to wasting 
resources (time and hardware) required to perform the analysis. So, they add 
flexibility to FEA tools and they improve their integration into the design process. 

The next step of this work will be to implement, again from polyhedral 
representation, tools and criteria for dimensional reduction. Such tools have already 
been tested on simple shapes (plates, pipes, ... ). 

Polyhedral representation, more than only been well suited for geometric 
transformations is also adapted to support hierarchical representation. This ability 
offers the possibility from an initial model to represent various analyses, each with 
an adapted model keeping links with the initial one. Such potentiality could be 
useful for example to handle multi-physics analysis (thermal, mechanical, ... ). 
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FEA TORE RECOGNITION AND REMESHING BY 
LOCAL HERMITE DIFFUSE INTERPOLATION 

Abstact. We propose a method to adapt a three-dimensional surfitce mesh. The data needed to optimize 
the mesh have been reduced to an initial mesh. The building of the geometrical model is based on a local 
Hermite interpolation calculated from the nodes of the initial mesh and from the normal vectors to the 
surmce calculated from the mesh. The determination of an interpolating local surfitce equation, however 
continuous over the domain, enables us to locate nodes on the surmce with respect to the curvature 
during a refinement process. It also allows us to control the coarsening of the mesh. The local surmce 
equation is used to compute the principal curvatures on the surmce for two main purposes, error 
estimation and feature recognition .. The remeshing procedures are used to refine or coarsen the mesh but 
also in a final step to enhance the shape quality of the elements. 

1. INTRODUCTION 

The generation of a three-dimensional surface mesh of an object with an imposed 
density while meeting "acceptable" shape quality requirements is a difficult and 
time-consuming task. Without pretending to be exhaustive, surface mesh adaptation 
techniques can be classified into two different categories according to the use or the 
non-use of the parametric space. The first group of techniques makes use of the 
parametric surfaces provided by a modeler. The most frequently used method to 
generate a surface mesh consists of using a mapping technique between the two­
dimensional parameter space of each patch and another parameter space suitable for 
meshing [1]. Techniques of the second type are based on the polyhedral 
representation of the object by the mesh itself and therefore do not use the parameter 
space. These techniques can also be gathered into two groups. Techniques of the 
first group work on the mesh itself and no secondary geometrical model is built to 
achieve the adaptation. The basic idea of these techniques is to use a high density 
mesh on which simplification tools are performed. Among the techniques which do 
not use parametric space, the main idea of the second group consists of using the 
mesh to create a geometrical underlying model. Such approaches allow not only 
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mesh coarsening but also mesh refinement. The model we build is not a global 
model nor a model based on surface patches and no use is made of the mapping 
provided by a CAD modeler. Moreover, the work presented here shows that the use 
of the mesh free methods is not only limited to problems that cannot be solved easily 
by a finite element method. 

2. DIFFUSE INTERPOLA nON 

The diffuse approximation method has been first introduced by Nayroles et al. [2] 
and recently discussed by Breitkopf et al.[3]. The diffuse approximation is 
equivalent to the standard Moving Least Squares (MLS) introduced by Lancaster [4] 
based on polynomial approximation but is more general in the sense that additional 
constraints may be easily introduced. The MLS method is local: at any arbitrary 
evaluation point X, only the closest nodes Xi are taken into account. The influence of 
a node Xi is governed by decreasing weight functions Wi =W(IIXi-xID which vanishes 
outside the domain of influence of the node. We present the details of a Moving 
Least Square Hermite version further in the paper. 
Here, we note only that in a general case, the MLS approximation does not 
interpolate data. This property is achieved by introducing singular weight functions 
w which take an infinite value at the node. The new weights may be obtained by 
scaling the original weight functions in the way to give a unit value at a node 
WiCXi)=l and then by applying the following substitution 

[W(Xi,X)]-t [ W(Xi,X) ] 
I-w(xi,x) 

In our approach, the diffuse approximation has been transformed in order to take 
into account derivative entities provided from the surface equation. We experienced 
that the criterion based on normal colinearity enables a more accurate computation 
of the curvature than a fitting method based on the single set of nodes (as diffuse 
interpolation does ifnormal vectors are not taken into account). 

3. COMPUTING THE GEOMETRICAL MODEL 

The objective is to determine a local surface equation using the nodes of the initial 
mesh and the normal vectors to the surface. A local surface is determined for each 
evaluation point. Therefore, the coefficients of the surface depend on the evaluation 
point. However, the method guarantees that the coefficients vary in a continuous 
way with respect to the location of the point. Once we have determined the 
geometry on which the points must be located, the surface equation can be used to 
compute the principal curvatures of the surface. In order to provide a significant 
way to evaluate our work, we have decided to propose a remeshing criteria based on 



www.manaraa.com

175 

principal curvature computation by which both refinement process and coarsening 
of the mesh are controlled. During the remeshing process, feature lines of the 
geometry which cannot be detected with a basic geometrical angle criterion may not 
be respected. Also, we propose a method based on principal curvature evaluation to 
decompose the surface mesh into usual surfaces (plane, cylinder, cone, sphere, 
torus) and therefore to detect intersection lines between theses surfaces. The goal is 
to provide a final mesh which fits the initial geometry. 

3.1 Monge patch 

The form of surface suited to the local diffuse interpolation is denoted as Monge 
patch of equation z=f(x,y) where f is a C2 function defined on a planar domain as 
shows in figure I. 

Figure 1. Determination of a Monge patch 

In order to construct a surface equation on which we plan to evaluate curvatures, 
we have decided to evaluate the surface equation through a second order expression 

z = f(x,y) =< l,x, y,x 2 ,xy,y2 >a = pT~} 

where a is a 6 coefficient vector. In order to recover a bilinear surface equation over 
the patch, there must be at least 6 nodes in the patch. 
The different ways to determine the local Monge patch depend on the choice of the 
interpolation set, on the computation of the weights, on the local coordinate system 
with which the surface equation is expressed and finally on the locality of the 
interpolation criterion. These topics are fully discussed in reference [5]. 

3.2 Computation of the weightingfunctions 

In its usual form, the set of nodes which constitutes the basis of the diffuse 
interpolation can be determined by the k nearest nodes and the computation of the 
weights is given by 

w(xi,x) = wref ( II;(~; II ) 
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where R(x) is the distance to the (k+ 1) nearest node. k is the number of terms in the 
polynomial basis (k=6 for a complete second order basis). 
Wref has the following properties : WreN Cm(-l,l), wret{O)=l and 0 Pwret{x) PI 
In our implementation, we have used the function wrert:x)=(l-x2)(l+2x) 
where x denotes the ratio given by the distance to the evaluation node and the 
distance to node k+ 1 in the list. The method can be implemented easily and the 
performance is very good. However, we can notice that a selection based on nothing 
but a distance criterion may lead to a bad representation of the initial model. In 
order to avoid these problems we decided to control the neighborhood of the node 
while taking into account the local variation of the normal vector. We discovered 
that the reliability could be greatly improved. 

3.3 Determination of the projection plane 

During the adaptation process, edges of the successive meshes are split and the new 
points must be projected on the surface. Different approaches can be used to define 
a local coordinate system suitable for projection. 

The system can be built from the nearest triangle to the evaluation point. 
The plane can be determined by least square fit. In this case, the interpolation 
set can be based on a neighborhood criterion, 
Finally, the diffuse approximation can be applied to determine a plane whose 
coefficients vary continuously with respect to the evaluation point. 

We experienced that numerical problems due to ambiguous configurations were 
solved when the last method was used. 

3.4 Determination of the interpolation set 

Nodes are selected with respect to a neighborhood criterion. Once sharp edges and 
singular nodes have been identified on the initial (using an angle criterion for 
instance), sub-domains can be identified on the initial mesh (the 6 faces of a cube 
for instance). This decomposition prevents us from choosing nodes which belong to 
different areas. As shown figure2, nodes belonging to lateral faces of the cube are 
rejected while nodes belonging to the upper face are selected. 

Figure 2. Local domain decomposition 
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4. HERMITE VERSION OF MOVING LEAST SQUARE INTERPOLA nON 

The diffuse approximation leads to the minimization of a criterion JxCa) composed 
of two terms J1x(a) and J2x(a). All entities described below are expressed in the local 
coordinate system associated with each patch. We consider a set of n interpolation 
nodes. 
Let Mi(xi,yi,Zj) be a node belonging to the set. 
The criterion suggesting the interpolating condition can be written as 

J!Aa) = ~w(Xj,x)x~T(Xj -x}:x-Zj) 
j=! 

where Wi are interpolating weight functions associated to each node Mi of the set. 

The normal vector to the surface mesh is defined as 11 = njX + nj ji + z . 
The normal vector to the Diffuse Monge patch is given by 

_ oAf oAf oP _ oP _ _ 
ndiff =-x-=--x--y+z 

I ox Oy Ox Oy 

It can be concluded that the criterion based on the colinearity of normal vectors is 

Finally, the final criterion which take into account both condition can be expressed 
as follows 

Jx(a) = (l-t)x J jx (a)+txJ2x (a) where t E [0,1] 

The above criterion can be rewritten as J x (a) = (pTa - r)T W(pTa - r) 

T [ ] whereP = P(Xj -x),P(x2 -x) •.... P(xn -x) • r=(r!,r2, ... ,rn ) 

with 

Yi - Y 
o 

(Xi - X Y 
2(Xi- X ) 

o 

(Xi-XXYi-Y) (Yi-YYj 
y, -Y 0 

Xi-X 2(y,-y) 
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W denotes the diagonal by blocks matrix of the weights. 
The minimization of the quadratic error criterion Jx(a) leads to the 6x6 system 

5. CONTROL OF THE MESH SIZE 

In order to measure the accuracy with which the mesh describes the geometry, an 
error estimator inspired from Bonet's work [6] and proposed by Rodriguez-Villa [7] 
has been used. The estimator provides a relationship between the length L of an 
edge of the mesh and the smallest principal curvatures radius of the model R. The 
error s is estimated with the following formula 

with c; = .!:: 
R 

6. REMESHING PROCESS 

The adaptation technique involves local modification of the mesh in order to satisfY 
an a priori given error. These techniques are based on optimum mesh size evaluated 
from an error estimator [8]. A list of edges is constituted. Every edge from the list is 
examined to determine whether the edge must be kept, split or removed from the 
triangulation in order to satisfY the criterion. The decision is made by evaluating the 
error criterion at the middle of the edge. The optimization procedures involve 
extracting from the surface mesh sets of triangles sharing the same node or the same 
edge and then remeshing the outer contour to a higher criterion (size or shape). The 
process is repeated as long as the mesh can be enhanced. The procedure are known 
as edge swapping, vertex removing, edge removing, edge splitting and edge 
collapsing. 

7. FEATURE DETECTION 

Ik21/1k" Sphere 

• 
Plane Torus 

Cylinder Cone Ikd 

Figure3. SUlface identification 
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During the remeshing process, feature lines of the geometry which cannot be 
detected with a basic geometrical angle criterion may not be respected. Also, we 
propose a method based on principal curvature evaluation to decompose the surface 
mesh into usual surfaces (plane, cylinder, cone, sphere, torus) and therefore to detect 
intersection lines between theses surfaces. The goal is to provide a final mesh which 
fits the initial geometry. Figure 3 shows that elementary surfaces have simple 
representation in the graph (lk l l,lk211Ik1i) where kl and k2 denote respectively the 
maximum and the minimum curvature. This enables us to classifY the nodes of the 
mesh with local and punctual operators. 

8. RESULTS 

(a) (b) 

(c) (d) 

(e) (t) 

Figures 4. Front door of a car (Numisheet99 benchmark): (a) Initial mesh; (b) 
Mesh at £ = O.OJ. No size smoothing procedure has been applied; (c) Mesh at £ = 
0.05; (d) Mesh at £ = 0.02 ; (e) Mesh at £ = 0.01 ; (f) Mesh at £ = 0.001 
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In order to validate our method, we have decided to adapt meshes used for 
numerical sheet forming simulation. A front door of a car is shown figures 4 
(Numisheet'99 Benchmark). We can see (figures 4, top right) the mesh when no 
size smoothing procedure is applied. 

The following example demonstrates the ability of the Hermite Diffuse 
Approximation technique to respect the geometry and to capture the variations of 
curvature while meeting good shape quality requirements. The CPU time of the 
process on a PC Pentium III 1 GHz is less than one minute for models composed of 
hundred thousand elements. 
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TIGHT FIT DESIGN TAKING INTO ACCOUNT 
FORM AND SURFACE DEFECTS 

Abstract: Tight interference fit is applied extensively in industry, but, in all current models of 
calculation, is the supposition that the contact interfaces are always perfect. This is not only contrary 
to the grip principle but it greatly increases production costs. This paper offers model that takes into 
account the macro and micro-geometrical defocts for calculating the contact pressure. We show that it 
is possible to predict the interface pressure and determine the fit resistance. Form defect can be 
integrated in FEM codes and the surface texture can be represented by a loss of interference due to the 
plastic strains of the asperities. This method is valid for a simple geometry, but it can be introduced in 
FEM code for solving industrial cases 

1. INTRODUCTION 

Among different assembly processes of hub and shaft, tight interference fit is a 
simple method. It is easy to implement (it is not necessary to use liaison part like 
keys, welding, ... ) and strength increases because there are no stress concentrations 
due to geometry variations or thermal effects. The assembly cohesion is obtained by 
the combined action of pressure, due to an interference between shaft and hub, and 
friction at the contact surface level. But the accurate geometrical specifications 
given by the standard limits their your cant end a sentence with this possessive it has 
to have reference. Standards stipulate that cylindricity defect must be less than a 
quarter diameters tolerance and that the contact surfaces must be smooth (Ra < 0,8 
Ilm) [I], so, a super-fmishing process must be used. Standard specifications do not 
allow for the fact that roughness increases friction. However, if form defect and 
roughness are included, it is necessary to predict their influence on assembly contact 
strength. So interface pressure needs to calculated in taking into account both macro 
and micro-geometrical features. 

This study shows that tight interference fit can be fully optimised for production 
and thus eliminate expensive time consuming manufacturing steps. 

First, we introduce the general case with the complete defect and resolution 
methodology. Then we present the case where form defects are negligible, with the 
model being applied to an industrial example. Lastly, we conclude on the possibility 
of implementing the model in a concurrent engineering process. 

183 

P. Chedlllllil et al. (eds.), Integrated Design alld MallL(facturillg ill Mechanical Engineering, 183-191. 

©2002 Kluwer Academic Publishers. 



www.manaraa.com

184 J. F. FONTAINE, G. M. YANG, J. C. COQUILLE, M. LAMBERTIN 

2. MODEL OF TIGHT INTERFERENCE FIT DESIGN. 

2.1. general schema 

Today, tight interference fit method is underpins international standards. It is a 
theoretical way of guaranteeing assembly strength. The method relies on the 
interference (shaft and hub diameters difference) that induces the contact pressure. 
For perfect cylindrical parts, the pressure is calculated by resolution of Lame's 
equations. 

(1) 

Where Pn is the nominal contact pressure, Lt, the interference, k, a geometrical 
constant, d, the nominal fit diameter and ah, as, bh, material constants 
characteristics of hub and shaft. 

Minimum interference must guarantee the fit strength, the maximum interference 
does not cause plastic strains. 

In the case where the considered surfaces are not perfect, interference is not 
constant, so contact pressure depends on the localisation of the considered point. So 
it is possible to define interference in several ways: the first consists in determining 
a mean interference based on the mean line (Lt"J, the second is given by the envelop 
line concept and called here peak to peak interference (Ltpp). (see Figure 1). 

Hub without 
asperity 

.... 
- ~pp/2 

i 
i <r;; A 
i • Hmin 

i 11 

i CS 
I 
i I""' A Hm .... n ! 

l~ : 
) ~ /2 ~m/2 

Figure I. different definitions of interference: 

Hub with 
asperities 

Ll standard interference. Llm mean interference. Llpp peak to peak interference 

The second definition is better because the roughness asperities contribute to the 
clamping. So the concept of maximum matter known in the form defect case can be 
extended for the roughness [2,3]. 
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2.2. taken into account the macro-geometrical defects. 

The macro-geometrical defects are the first order defect: dimension, position, form. 
The dimensional defect (diameters gap) being already counted in the standard 
model, only the form defect will be considered here. Form defect modifies the 
behaviour near the interface. In a cylindrical case, like figure 2, it is possible to take 
into account the form defect and to calculate the pressure, in solving Neuber­
Papcovitch's equation [4]. 

Figure 2. shaft and hub schema 

The pressure can be expressed in double Fourier's series. A software called 
FRET3D has been developed to calculate the real pressure from the real form of 
shaft and hub.[5]. Figure 3 shows the real pressure calculated from the real form 
defect given by Figure 4 in axi-symetrical case. 

300 

Figure 3. contact pressure (Mpa) calculated 
with FRET3D 

Figure 4. circularity defect of axis in steel (r c:J 
and of hub in duralumain (riJ 
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In a previous paper [6], the authors have shown the influence of the form defect 
on the fit characteristics, notably the defect amplitude, but also the period and the 
skewness. In the case of perfect surface the pressure is constant and Von Mises's 
stress is maximum at the interface level. Contrary to this, when there is a form 
defect Von Mises' stress is reduced because a phase difference between radial stress 
and ortho-radial stress [5]. In conclusion, it is possible to increase the form 
tolerances without decreasing the assembly strength. The model is limited to simple 
geometry cases. For industrial cases, it is necessary to employ numerical methods. 

2.3. Taken into account the micro-geometrical defects: 

Several researchers have studied the asperities behaviour, notably in the case of the 
indentation of a rough surface by a flat smooth punch [7,8,9]. The subsurface stress 
state has a great influence on the evolution of the real contact area in the solid. A 
lateral compression delays the asperity crushing contrary to a lateral tension that 
speeds it up. 

A Previous paper had for an object, the study of roughness asperities behaviour 
in the case of cylindrical fits [3]. The principal results are the following: 

As it has been stated above, the peak to peak interference is a better criterion 
than the mean interference. For standard cases where relative interference L1Id is less 
than 0,16.10-3, the roughness does not influence the assembly strength. The 
asperities contribute to strength but the roughness peaks can become partially 
plastic. So, there is a clamping or interference loss (Ld. It is possible to see a first 
loss (L,jo) due to the crushing of local peak from a second loss (L,jp) due to increases 
of plastic domain on all the peaks. 

To calculate with a good precision nominal pressure, interference loss can be 
introduced in the equation (I): 

(A2-1) (ApP-LAo-L,ip) 

Pn = (aH -as)+A?(aH +bH ) d 
(2) 

In the cases of standard fits, loss is determined from the isolated peaks. It can be 
expressed relatively to the roughness and waviness by: 

(3) 

Where Rpm is the maximum height of the rougflness peak, Rpm, the mean height 
of the roughness peak, Wp is the maximum height of the waviness peak. The mean 
height of Waviness peak is not a standard parameter, it is replaced by the arithmetic 
waviness (Wa) . L,jo represents the difference between maximum height and mean 
height of the total surface profile peaks. 

When the interference is more important, it is necessary to consider the asperities 
plastic behaviour. For his, real pressure must be calculated. To do that, it is 
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necessary to know the real contact area. It is asswned that the surface profile is 
regular and the pressure is distributed uniformly on all peaks. So, the authors 
suggest to replace the complex real surface by an equivalent surface given by the 
bearing area ratio curve. 

Figure 5 shows the principle of substitution of real contact area by equivalent 
perfect and reduced area. 

Real 
contact 

Curve of 
Tp(C) 

Real fit 
given 
by a eq uivalent 
surface 

taodardised model 

Figure 5: the rough surface can be replaced by a smooth bearing surface. 

The plastic interference loss (L<Jp ) is calculated with the following iterative 
schema: 

Determination of real area (Ar) with the bearing area ratio, height is given by 
L'-I,Jp. (initially LO <Jp=O ). 

Calculation of the predicted real pressure in elasticity with the relation 

An ) 
Pr =A·Pn (4 

r 

calculation of Von Mises' stress and test of plasticity in introducing a 
coefficient (a) depending of the texture topology. 
Plastic correction in using Neuber's method with hardening behaviour 

(Cfeq = Cfo + KEpn). 

Calculation of radial displacement (urp) of a point Pp located on the elastic and 
plastic domains boundary. 
Calculation of radial displacement (Uri) of a point Pi located on the equivalent 
contact interface that is assumed perfect. 
Calculation of the plastic interference loss L',Jp.= 2(urp - Ur). Elastic strains are 
assumed negligible before plastic strains. 
Determination of the remainder r = D<Jp.- L1• 1,Jp. 
The solution is obtained if the remainder is less than a previous value. 
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In the present paper, the parameter IX has been determined by finite element 
modelling and it corresponds to take into account the asperities behaviour. A new 
study has been started for verifying this assumption. 

3. APPLICATION TO AN INDUSTRIAL CASE. 

3.1. description of the experimentation 

The method has been applied to the insertion of video-recorder drums axis. These 
one are cylinders of diameter equal to 6 mm. They are machined with a center less 
grinding process and are assumed perfect. The drums are axi-symetric with complex 
geometry. 

The tolerances of geometrical specifications are globally less than 0,01 mm. A 
previous modelling of the insertion in assuming the part without defect has been 
made for take into account to complex boundary limits. For group of fifty samples 
(Tl, T2, n, T4) have been machined on precision CNN lathe with a variation of 
turn step for having different roughnesses and in respect of same peak to peak 
interference. 

3.2. modelling with the proposed method 

Extracting test have been made to determine the assembly strength. Table 1 gives 
the different parameters after and before interference loss correction. One can 
observe that, for the three first groups (Tl,T2,T3), the correlation is good. An initial 
interference loss correction is sufficient but for the last group (T4) all the asperities 
become partially plastic and it is necessary to introduce a plastic interference loss. 

Table 1: principal characteristics o/samples dHminminimum diameter o/the hub, Ra 
arithmetic roughness, Fextra-exp experimental extracting load, 

group dHmin(mm) R,(I-lm) Am (I-lm) ~(I-lm) Fextr:l-cxp L,jo(l-lm) <'lr£ - L,jo (I-lm) 

Tl 5,981 0,51 10,5 14,2 4197 1,96 12,3 
T2 5,982 1,20 13 13,7 3681 3,38 10,3 
T3 5,987 2,65 -0,6 17,3 4533 3,58 13,7 
Correlation coefficient with F" .. ,,~xp 

0,8736 0,9994 for groups T I, T2 and T3 

T4 5,977 4,28 -14,1 18,4 2680 4,8 13,6 
correlation coefficient with F,xtm_"p 0,3902 -0,0189 for groups Tl, T2, T3 and T4 

SO, the above method is applied with the bearing area ratio given by the 
following Figure 6 
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bearing area ratio(%) 

5 

70 

-15 T1 --.-1'2 --.-13 ---.-T4 

Figure 6. Bearing area curve for the different groups 

The new correction calculation is presented in Table 2. The approach being 
macroscopic, it is assumed that classical values of elastic and hardening behaviour 
can be used. After calculation, the plastic displacement Uri is different of zero for the 
group T3 and T4. The real pressure is greater than the elasticity limit (205 Mpa). 
The predicted extractive force is calculated from the relation (3) and integrated on 
the nominal area. The friction coefficient is assumed equal to 0,15. It is a classical 
value between steel and duralumain. The new correction gives better results that are 
well correlated with the experimental extractive force. 

Table 2: Final results dHminminimum diameter of the hub, Ra arithmetic roughness, Fextra-exp 
experimental extracting load, 

group u" Tp Po P r elastic ~pp F cal. ~ppcor F exp 

(~) (%) (Mpa) (Mpa) (~) (N) (!:!m) (N) 

T1 0 100 92,25 92,5 14,2 3803 12,3 4197 
T2 0 100 77,25 77,25 13,7 3211 10,3 3681 
T3 0,1 50 102,75 205,5 17,3 4271 13,7 4533 
T4 3,95 20 56,47 282,3 18,4 2347 5,7 2680 

correlation coefficient with F "trHXP for all groups 0,390 0,995 

4. CONCLUSION. 

The study shows that it is possible to predict the assembly strength by taking into 
account the form and the surface texture defects. So it is possible to increase the 
specification tolerances. However, the study in detail of plastic asperities behaviour 
is necessary notably to know if characteristic parameter like skewness or kurtosis 
can describe a link between the surface topology and the plastic interference loss. 
For both studied materials, it seems that the micro geometrical behaviour gives good 
results. Maybe, It will not be the case for other material, notably for thin coating. 
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Finally, for optimising the fit, it is necessary to model the complex form of industrial 
parts. So, we envisage the introduction of this method in a finite element procedure. 
The surface texture can be introduced by contact elements where the interference 
loss is the control parameter of the contact law. Currently, the contact law used in 
F.E.M. software does not respect Signorini's conditions. To solve numerical 
convergence conditions, a smoothed law is employed like that shown in Figure 7. In 
reality this smoothing corresponds to the interface behaviour. 

Figure 7. theoretical contact law answering to Signorini 's condition and smoothed law used 
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CALCULATION OF VIRTUAL AND RESULTANT 
PART FOR VARIATIONAL ASSEMBLY ANALYSIS 

Abstract: Variational assembly analysis is generally a complex problem. In this paper, a method to 
calculate the virtual and the resultant part for assembly is presented. These two parts represent an 
extension of the maximum and minimum material part theory previously proposed by Robinson [13]. 
They may be used during the analysis of the mechanical assembly in order to reduce complexity of the 
analysis. For a given part, the virtual and the resultant parts are not unique. Ts paper describes the method 
of calculation of a virtual and a resultant part. This method takes into account datum chaining between 
toleranced features. A kinematic model is used. 

I. INTRODUCTION 

Geometric vanatlOns of mechanical assemblies are usually specified in terms of 
tolerances. There are three types of tolerances for several functional requirements: 
dimensional, form and geometric. Dimensional tolerances deal with the dimension 
of features of size. Form tolerances control the intrinsic shape of the considered 
surface. Finally, geometric tolerances define the situation of the tolerance zones of a 
feature of a part in relation to the other features of the same part. This relative 
definition uses the notion of Datum Reference Frame (DRF). Industries recognise 
tolerance to be a key element in all programs for improving quality, reducing overall 
cost, and retaining market shares. Nevertheless, a complete solution (software or 
tools) for tolerance analysis and synthesis is not available. 
In this paper, the definitions of the mathematical standard [I] are used. They agree 
with the ISO Standard for this application. 
In previous papers, we have presented a kinematic model in order to integrate and 
deal with the geometrical tolerances. These tools could be used in the geometric 
tolerance transfer problem [3], and for inspection of parts defined with maximum 
material condition modifiers [8]. In the present paper, an extension of these tools is 
proposed. It allows an assembly analysis based on the computation of the virtual and 
the resultant parts. 
The notion of variational class was first introduced in the tolerance model proposed 
by Requicha [9]. A variational class is defined as a nominal solid associated to the 
tolerance specifications. Every part in the variational class is functionally equivalent 
and interchangeable. 
The complexity of the analysis of variational assemblies comes from the 
simultaneous variation of the relative positions of parts in the assembly and the 
variation of the geometry of the parts. It is possible to analyse the variational 
assembly in worst cases using only two particular parts: namely the virtual part and 
the resultant part. The first one includes all parts of the variational class. The second 
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one is included in all elements of the variational class. They represent two extreme 
boundaries of the material of the part. These two parts were proposed by Robinson 
in order to extend his work on Maximum Material Parts [13]. Robinson's major 
contribution is related to the reduction of the survey of the assembly based on a set 
of tolerance rules. It's an inverse point of view when compared with the usual ones. 
He tries to answer the following question: 

What is the tolerancing that penn its to achieve a functional requirement of an assembly? 

As the traditional approaches try to answer the following question: 

Did a given tolerancing pennits to respect a functional requirement of an assembly? 

In the following sections, we give the definitions of maximum material parts, virtual 
parts and resultant parts. Then we present the calculation of these two parts based on 
the kinematics model of tolerance zones. 

2. MAXIMUM MATERIAL PART 

The concept of Maximum material part (MMP) was introduced in Parratt's theory of 
one-dimensional tolerancing for assembly [7]. Robinson has extended this theory to 
three dimensions and demonstrates the ability of the MMPs to simplify the analysis 
of assemblies using toleranced parts. MMP theory extends the concept of maximum 
and minimum material condition from features to entire part. He proposed a list of 
tolerance rules allowing the identification of a variational class with MMP. This list 
is not exhaustive [13]. An equivalent list of rules for Least material part (LMP) is 
also defined. LMP is a part that belongs to the variational class and that is enclosed 
by all the parts of the variational class. We emphasise that the MMP conforms to the 
tolerance specifications. 
Figure 1 shows an example of a variational class with an MMP. The part with a 
diameter of 40mm and IOmm is the MMP of this variational class, indeed the actual 
size of the features of size are at MMC. It encloses all parts of the variational class. 

o 
040.01 

-01 

010 0 iij"'\ 

Figure I : Example of Maximum Material Part [13] 

The analysis of a variational assembly is simplified by studying the MMP of each 
variational class. As an MMP contains all members of its variational class, it is a 
worst case envelope for interference checking in motion planning [13]. Moreover, 
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because the MMP itself is within tolerance, it does not lead to overly conservative 
analyses. For a variational assembly comprised of parts with MMP-LMP variational 
classes, the configuration space regions describing the relative motion and 
interference between all collections of parts are bounded by the regions derived from 
analysing the MMP an LMP alone. 
In the general case, each variational class cannot necessarily have an MMP. The set 
of rules proposed by Robinson does not permit to cover all the possibilities of 
assemblies. For example, datum chaining is not always allowed. Thus, the notion of 
MMP has to be extended to the virtual and resultant parts. 
This paper presents a generic tool for calculating the virtual and resultant parts. 
Datum chaining is taken into account [4, 8]. 

3. DEFINITION OF THE VIRTUAL AND RESULTANT PART 

According to several authors, the approaches based on the sweeping of the boundary 
of the part and the interference analysis between parts seems to be useful for this 
application [3, II, /3, 15]. Sweeps are regions obtained by moving a geometric 
object in space. In general, the motion can involve both translation and rotation. 
Basically, the MMP theory aims to extend the concept of maximum and minimum 
material condition from features to entire part. The motivation behind the 
application of the virtual condition and resultant condition in current tolerancing 
standards is to make a direct link between the functional boundary requirement of 
the assembly and the tolerance specification. So we claim that equivalent tools and 
analysis must be used. 
The analysis of parts at maximum or minimum material conditions is based on the 
calculation of the resultant and the virtual conditions. 

The resultant condition of an internal feature is defined as the variable value 
corresponding to the worse case outer locus (boundary). The collective effects of 
size, material condition and geometrical tolerance generates the resultant condition. 

The virtual condition or "neutral zone" of an internal feature is a constant value 
inner locus generated by the smallest feature minus the stated geometric tolerance. 

Informally, we consider either the union or the intersection of all instances of 
parts that satisfy all applicable tolerance assertions. The union is used as a maximum 
boundary of the part. While the intersection will determine the minimum material 
boundary. In [15] one can find the role of sweeps and offsets in tolerancing 
semantics. 
We saw previously that not all variational classes can have an MMP or LMP. 
However, for each variational class we can find some particular parts that enclose all 
parts of the variational class. These parts are called virtual parts. Virtual parts are an 
extension of MMP, but there exists two differences between MMP and virtual parts. 
The first one is that a virtual part is not a member of the variational class. 
The second one is the non-uniqueness of a virtual part for a given variational class. 
As for LMP, we can find the "opposite" ofa virtual part, the resultant part. Resultant 
parts are enclosed by all parts of a variational class. As virtual parts, resultant parts 
are not unique for a specific variational class. 
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4. VIRTUAL AND RESULTANT PARTS CALCULATION 

In order to calculate the virtual and the resultant parts, the relative location between 
the features of the part needs to be calculated. The functional gage corresponding to 
the parts is simulated. Two tools are introduced. The first one is the ACAS 
calculation. The second one is the kinematic structure to simulate the relative motion 
ofa gage in a feature. 

4. 1. Actual Candidate Axis Set 

For an internal feature, the ACAS represents all the possible situations of the axes of 
a virtual gage cylinder in the actual feature with respect to datum reference frame 
[4,8]. Figure 2 shows the model of an actual cylinder and figure 3 depicts the detail 
of the corresponding ACAS in the plane. 

I 

I 

I 0 
I ~ .. 

f). 1M 

IV 

y 

LEe Cylind'.T 

Figure 2 : Hole model Figure 3: Definition a/the ACAS 

The explicit relations of the ACAS can be found in [4], but in this paper consider 
only the cylindrical feature with 8=0. In this case the ACAS is a cylinder with a 
diameter of: 

Diameter of the ACAS = DAM - Dcv (I) 

Where: D4M is the diameter of the actual mating envelope. Dcv is the diameter of the 
virtual condition. 

4.2. Definition and study of the kinematic mechanism 

The relative situation of the Datum Reference Frame (DRF) with respect to the 
actual part is the result of the composition of all situations of each datum feature that 
define the DRF. If some datum features are MMC datum and they are manufactured 
away from MMC size, then multiple datum feature candidate exist, and then 
multiple candidate DRF exist. They are called candidate datum reference frame set 
[I]. In this section, a kinematic mechanism concept is used to calculate this set [3]. 
The mechanism is used to calculate the candidate DRF relative to an actual part. 
For the internal cylindrical datum feature, the axis motion is enclosed in the ACAS 
of the feature. A transformation associated to each motion defines the situation axis 
of the virtual gage axis at virtual condition size with respect to the actual position 
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axis of the hole (centre of ACAS) relative to a candidate DRF. This must be done 
for each individual datum feature. On the other hand, the feature control frame 
defines an explicit constraint between each individual datum feature of the DRF 
(datum precedence). Every constraint can be defined by a homogeneous 
transformation. Like in robotics, an open kinematics chain composed by joints and 
links can represent each homogenous transformation. The constraint transformations 
may close these chains. A kinematic mechanism is obtained with serial and closed 
chains. Rivest proposed a similar method to define tolerance zones for each 
individual feature using kinematics [11]. 
The basic situation of the axis of each toleranced hole with respect to a candidate 
DRF can be defined by a constant transformation. For every candidate DRF, 
corresponds one situation of the toleranced feature axis basically located at the DRF. 
This is a particular configuration of the kinematic mechanism. From the mechanism 
point of view, the set of all true position axis of the specified feature is the 
workspace of the point that simulates this axis. The properties of the determinant of 
the Jacobian matrix of the mechanism for a particular point are used to calculate the 
boundary of this workspace. As commonly known, the singularity of the Jacobian 
matrix corresponds to the boundary of the workspace of the studied point. This 
workspace represents all situations of the point of the mechanism. In the following, 
the study is done for the end point of the mechanism. To define the Jacobian matrix, 
the following relations are used. 
The first one is the equation of the point relative to the base DRF that is written as: 

base Tend (q) = Uo (I) 

Where Uo describes the possible situations of the end effector, and q represents the 
configuration parameters of the mechanism. 
The second one is the equation of the closed chain of the mechanism. The product of 
the homogenous transformations between each closed-chain element leads to this 
equation. 

IT a(i)Ti = I (2) 

Where a(i) is the previous element of the i'h element of the mechanism, and I is the 
identity matrix. There may be more than one closed chain in the mechanism. 
All these equations lead to the following system: 

(3 ) 

Where F( qd,qi) is the equation of close chains, '¥( qd,qi) the equation of the task, qd 
are dependent parameters, and qi are independent parameters. 
The derivative of this system leads to: 

(4) 
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·1 dF dF d\}l d\}l With J = Kd ( Jd Ji )+Ki, Jd =- Ji =-, Kd =- and Ki =-
dqd dqi dqd dqi 

The analysis of the detenninant of J gives the singularities that define the boundary 
of the workspace W of a particular point of the mechanism. For each toleranced 
feature, W is the true position set. 

5. APPLICA nON 

The generic fonnulation presented in the previous section is used to calculate a 
virtual and a resultant part. The boundary of the sweeping movement can be 
calculated with the help of Jacobian matrices [8] or with an analytic method [3]. 
In this section, we present the development of the calculation of the virtual and 
resultant parts of the example defined in figure 4. The calculation is done with 
respect to datum ABC. 

0473 'g025 

mlt}0<J127 MIA I [) M·I E MI 
G 

Figure 4 : Definition of a part 

The datum chain between the axes of the D and E features and the axis of G is taken 
into account. The tolerance chain is represented by the kinematic structure of figure 
5. 
The parameters r;, rc and r3 are obtained from the tolerance specifications of the 
drawing of the part of figure 4. 
The virtual condition of the feature D with respect to the ABC datum reference 
frame has a diameter of 18.163mm. The diameter of the resultant condition at LMC 
size of the feature D is 18.457mm. 
In a same manner, the diameter of the virtual condition of the E feature is 
18.436mm. The diameter of the resultant condition at LMC size of the E feature is 
18.746mm. 
These values will help us to calculate values of the kinematic structure parameters. 
These values are defined by an extension of the ACAS of the resultant LMC 
condition of D and E. Thus: 
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r,= (IS.457 -IS.163)/2 = 0.147mm 
r2 = (1S.746 - IS.436)/2 = 0.155mm 

rl = 4.90712 = 2.4535 mm 

This value of r3 is used to calculate the resultant part. It is associated to the LMC 
resultant condition of G. In this case, we calculate the union of the sweeping 
movement of the LMC resultant condition and we obtain the extension of the 
resultant condition with respect to the ABC DRF . 
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Figure 5: Gage kinematic structure 

In order to calculate the virtual part, we use rl = 4.603/2 = 2.301 5mm. This value is 
obtained using the virtual condition of G. In this case, we obtain the intersection of 
the virtual conditions of G. 
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Figure 6 : Virtual and resultant Figure 7 : Virtual and resultant part 
condition extension o! G 

Figure 6 shows the extension of the resultant condition of feature G with respect to 
datum ABC (in dark grey). An extension of the virtual condition of the feature G is 
also represented in this figure in light grey. 
In figure 7 shows the virtual (dark grey) and resultant parts (light grey). 
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6. CONCLUSION 

The virtual and resultant parts are used to simplify the analysis of variational 
assembly. The method used to calculate these parts using a kinematic formulation 
was shown. An extension of the Actual Candidate Axis Set was introduced to take 
into account the motion of the datum reference frame controlling features in a 
tolerance chain. The methodology uses Boolean union and intersection of virtual and 
LMC resultant conditions. These developments are an extension of Robinson's and 
Rivest's publications. 
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3D QUANTIFICATION OF MACHINING DEFECTS 

A three-dimensional approach for tolerancing analysis and synthesis 

Abstract. This paper is proposing to validate a three-dimensional model on manufacturing tolerancing for 
mechanical parts. The work presented relies on research conducted at the LURPA (Ballot and Bourdet) 
on the computation of three-dimensional tolerance chains for mechanisms. Models of the workpiece, the 
set-ups and the machining operations are provided. The concept of the Small Displacements Torsor 
(SOT) is used to model the process planning. The first part introduces the use of the concept of SOT in 
the case of manufacturing tolerancing. Then we propose, for a chosen workpiece, an experimental 
approach to measure and quantify the three-dimensional machining variations as torsors. At last, an 
analysis of the results is proposed. 

1. INTRODUCTION 

In the context of integrated design and manufacturing it is essential to take into 
account the geometrical variations of parts of a mechanism. This should allow 
validating the correct functioning of the mechanism during the first steps of design. 
These analyses have to generate an optimal tolerancing, integrating two points of 
view, functional point of view and manufacturing (or machining) point of view. For 
the manufacturing (or machining) point of view, knowing the process planning, the 
usual method described in papers is the following: 
- Generation of minimal Manufacturing Tolerance chains: each dimension and its 

tolerance are modelled as a vector. 
- Machining simulation: for each Manufacturing Tolerance, the expert know-how 

gives a realistic minimal value. These minimal values are used to check if the part 
can be manufactured according to Manufacturing Tolerance chains and functional 
tolerances. 

- Optimisation: when the manufacturability has been checked it is usually possible 
to enlarge some tolerances in order to facilitate manufacturing. 
The papers take up the whole or a part of the above fields to model [1,2], to 

optimise [3] or to define cost approaches [4]. They accent on process planning 
assistance, set-up choice or product/process integration [5,6]. They describe 
statistical models or worst-case models. But, in every quoted reference, the approach 
is unidirectional. It does not take the influence of rotation defects into account. 
Nevertheless, the three dimensional effects are not inconsiderable, especially when 
the lever arms are long. 

The aim of our work is a three-dimensional approach in manufacturing 
tolerancing. Some works about 3D approaches of the CAT problem can be found in 
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literature [7-10] and, especially, in the field of manufacturing tolerancing [11-13]. 
They differ in models used, just as well to describe the surfaces of the parts as to 
model the sum of the defects. The method we propose relies on research on the 
computation of three-dimensional tolerance chains for mechanisms [1]. Starting 
from these works, we proposed a formalisation of the problem within the more 
specific context of manufacturing tolerances. The main originality is to model the 
machining set-up as a mechanism [14,15]. This work is based on the concept of 
Small Displacement Torsor (SOT) [16]. It opens up the way for the three­
dimensional integration product/process because of the similarities between the 
concepts used in both points of view. The works described in this paper concern the 
experimental studies carried out to valid the presented model. The frrst part recalls 
the principle of the modelling of surface variations with SOT as well as its 
application to the manufacturing tolerancing. The second part describes the 
experimental process and the results obtained on a machining job. 

2. MODELING OF THE 3D MACHINING PROCESS DEFECTS 

The works of E. Ballot and P. Bourdet [1] model the interactions between the parts 
of a mechanism, so as to predict the position and orientation variations of these parts 
in a three dimensional space. The variations are supposed to be small enough to use 
the concept of the SOT excepted for the expected movements of parts. This principle 
is generally verified in all mechanisms as the presence of 'unwanted' degrees of 
freedom goes against the working of the mechanism considering the risks of 
jamming, of premature wear or of shocks (vibrations) that they generate. 

The main idea of the SOT consists in considering that the displacements of a 
rigid body or a surface, excepted for the expected movements, are supposed small as 
regards the other geometric dimensions (i.e. the nominal dimensions). The small 
rotations can then be linearized in the first order. Knowing DE, the small 
displacement vector of a point E of the element considered and M, the small rotation 
matrix expressed in a frame of reference, the small displacement Dpi of any Pi point 
of the element is obtained by DPi = DE + M . EPi = DE + a 1\ EPi with 
n = a.x + py + yz where a., p and y are the small rotations of the element, and 
DE = UX + vy + wz where u, v, ware the small translations of the point E and 1\ is 

ilie cro~ Prod~t:::(:.~f~{ ::~~~:::~in{; T}e I") i" (I) 

y (E.!ll) 

Applying this concept to 'single' surfaces such as planes, spheres, cylinders, cones, 
torus, requires the introduction of undetermined components in the expression of the 
components of the associated torsor. These undetermined components are noted U. 
They reflect the components that leave the surface invariant in its local frame. The 
model developed for mechanisms has been enhanced to simulate in three dimensions 
the behaviour of a workpiece being machined. 
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Figure 1. Components of a set-up Sj, milling of a slot and SDTs of a part-holder 

The manufacturing of a part consists in creating new surfaces on a stock in a 
series of set-ups. Each set-up, noted Sj, is considered as a mechanism in itself made 
up of the following parts (figure 1): 

The part holder H, built upon the set-up surfaces Hi. 
The part in the state it is in at the end of the set-up (called workpiece P). It is 
built up, on the one hand, on the previously machined surfaces (or on the stock 
surfaces) and, on the other hand, on machining features that result from the 
machining operations of the considered set-up 
The machining operations Mk built upon the surfaces Mki that result from the 
combination of the kinematics of the machine-tool and the geometry of the tools. 
Considering that the part cannot be deformed, then the surfaces created 

previously to the set-up considered are invariant. Hence Pi, once it is machined, 
remains invariant. To makes things clearer, the part holder and the machining 
operations are systematically named Hand Mk though they differ from one set-up to 
the next. They will be distinguished by their set-up number Sj. Each real surface of 
the part holder, the workpiece or the machining operations are modelled by a 
substitution surface. The substitution surface is a modelization of the real surface by 
a surface with a typology similar to the theoretical (or nominal) surface. It is 
considered that the variations of the substitution surfaces machined on the part as 
well as the variations of the part holder and the machining operations are of the 
second order relatively to the dimensions of the elements, which allows to model 
them thanks to a SDT. The characteristic torsors and the 3D tolerance analysis and 
synthesis in machining have been described in previous papers [15]. We resume 
hereafter some characteristic torsors and formula. 

Definition of the characteristic torsors for each set-up: 
Part holder (figure 1): T R,H(Sj): global SDT of the part holder H relatively to its 

nominal position in set-up j. T H.Hi(Sj): deviation torsor of the surface Hi relatively to 
its nominal position on the part holder in set-up j. 

Machining operation: T R.Mk(Sj): SDT of a machining operation relatively to its 
nominal position in set-up j. T Mk,Mki(Sj): deviation torsor of the surface Mki relatively 
to its nominal position on the machining operation Mk in set-up j. 



www.manaraa.com

204 F. VILLENEUVE, O. LEGOFF, F. GEISKOPF 

Interface Workpiece/ Part holder: T Hi,Pi(Sj): gap torsor that expresses the 
characteristics of the interface between the workpiece and the part holder at the level 
of the joint HilPi. 

Workpiece: T R,P(Sj): SDT of the workpiece relatively to its nominal position in 
set-up j (positioning variations of the workpiece within the set-up). T R,Pi(Sj): deviation 
torsor of the machined surface Pi relatively to its nominal position in set-up j 
(variations linked to the machining). This torsor is the result of the removal of 
matter during the machining Mk on part P. T P,Pi: deviation torsor of the surface Pi 
relatively to its nominal position on part P. The deviation of a surface Pi relatively to 
its nominal position on the part depends upon the variations of the machining 
operation that generates Pi within the set-up Sj (T R,Pi(Sj)) and the positioning torsor of 
the part within the set-up (T R,P(Sj))' T P,Pi is obtained with Tp,Pi = - T R,P(Sj) + T R,Pi(Sj) 

Three-dimensional tolerance analysis and synthesis in machining 
To validate a process planning, it has to be proven that each functional tolerance of 
the part will be respected considering the variations due to the process. The effect of 
these variations on the parts thus has to be calculated. It is the aim of tolerance 
analysis. To tolerance the workpiece at each set-up (machining tolerancing), the 
machining tolerances have to be increased while respecting the constraints due to the 
functional tolerances. It is the aim of tolerance synthesis [6]. In both contexts, the 
relations established can be used. Consider a functional tolerance between two 
surfaces Pa and Pb of part P. This functional tolerance can be expressed by means of 
a SDT T Pa,Pb. Consider also a process plan built up of several set-ups Sj for the 
machining of part P, Tpa,Pb is T pa.Pb = Tpa,p + Tp,Pb = - Tp,pa + Tp,Pb' Consider Sl 

(respectively S2) the set-up where the surface Pa (respectively Pb) is machined, we 

have Tpa,Pb =-(-TR.P(Sl) + TR,pa(Sl)) + (-TR,p(S2) + T R,pb(S2))' 

The workpiece's SDT T R,P(Sj) in set-up Sj depends on the variations of the support 
surfaces of the workpiece and the part-holder's surfaces opposite. It is obtained by 
the coupling of the torsors associated to each joint part/part-holder. Thus, for any 
positioning surface i in set-up Sj one gets: 

TR,p(sj) =TR,H(Sj) + TH,Hi(Sj) + THi,Pi(Sj) + Tpi,p =TR,H(Sj) + TH,Hi(Sj) + THi,Pi(Sj) - T p•Pi (2) 

Or, considering the position variations of the part-holder within the set-up T R,H(Sj) 

equals to a nil tors or, T R,P(Sj) becomes: 
TR,p(Sj) = TR,Hi(Sj) + THi,Pi(Sj) - Tp,Pi (3) 

The process needed to unify the different expressions of T R,P(Sj) according to each 
interface between the workpiece and the part-holder is presented later on in this 
paper. Let us replace T R,P(Sj) by its expression according to the positioning in the set­
up considered: 

T pa .pn = -l- TR.Hi(sl) - THi.Pi(Sl) + T p.Pi + TR,pa(sl)j+l- TR.Hi(S2)- T Hi. Pi(S2) + T p.Pi + TR.PI>(S2)j (4) 

The positioning surfaces Pi of the part in a set-up are machined in former set-ups, so 
the same calculation is used recursively as many times as necessary. It is then 
possible to express with a three-dimensional expression that a functional 
specification depends on: 
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The geometric variations of the part-holder at each set-up, T R,H(Sj), and the gap 
between the workpiece and the part-holder, T Hi,Pi(Sj). 

The geometric variations of the positioning surfaces of the part, T P,Pi' 

The geometric variations of the surfaces machined at each set-up, T R.Pa(Sj)' 

3. EXPERIMENTAL WORKPIECE, PART HOLDER, MACHINING PROCESS 

In order to cany out tests of machining and measurements to calculate the 
components of the deviation torsors, we have defined a test part, its machining 
process and the part holder. Only one set-up of the machining process is studied. We 
have chosen a prismatic part. The machine tool on which were held the tests is the 4 
axis milling centre of the LURP A. A series of 45 parts was produced. The other 
criteria taken into account are evoked hereafter. 

Part: We have chosen a massive part in order to be been free from possible 
problems of part deformation. The workpiece material is a plain carbon steel 
containing 0,48% carbon. 

Part holder: The part holder (figure 2) realizes an isostatic positioning of each 
workpiece in order to ensure an optimal repeatability of workpiece positions. This 
led us to design a modular assembly made up of NORELEM elements. Three 
grinded positioning devices, whose surface of contact with the part is a 10 mm 
diameter disc, carried out the main joint. The secondary support is carried out by 
two supports of the same type. The tertiary support is obtained by a spherical 
surface. Finally three flanges ensure the maintenance in position of the part 
(clamping). They are facing the main positioning devices in order to minimize the 
deformation of the part during clamping. 

Figure 2. Part holder and workpiece (left), local coordinate ji'ames (right) 

Machining process: The machined surfaces in the considered set-up are the 
planes hatched on figure 2 as well as the three holes. The operations carried out 
before this set-up made it possible to obtain a semi-finished state compatible with 
the finishing operations on which we wish to make the identification. 



www.manaraa.com

206 F. VILLENEUVE, O. LEGOFF, F. GEISKOPF 

The previous operations were: Centering, centre drill. Drilling, drill 0 19.6. 
Contourning, roughing end mill 0 30. Boring semi-finishing, boring bar 0 20.5. 
Contourning semi-finishing, HSS end mill 0 20. 

So, the finishing operations in the studied set-up are: Contouming finishing, HSS 
end mill 0 21.3 (axial depth of cut = 1 rom, radial depth of cut = 0.7 rom). Boring 
finishing, boring bar 0 21 (radial depth of cut = 0.4 rom). 

4. MEASUREMENTS 

All the parts were measured with a Coordinates Measuring Machine with the 
measuring software PROMESUR. The reference coordinate frame is defmed by the 
three datum surfaces used during machining (figure 2): SRI, SR2, SR3. For the 
whole of these measurements, the points were measured in the support zones of the 
fixture in order to minimize the effects of the form defects and perpendicularity 
defects. The measured surfaces are: planes PLI to PL6, cylinders CYI to CY3. Each 
measured element is automatically associated with optimized (least squares 
algorithm) perfect element computed from the points measured on the surface. 
Taking into account the identification software, it is impossible to get the 
coordinates of these points. It was thus essential to carry out geometrical 
constructions in order to extract from measurements the elements needed to 
calculate the deviation SDTs. Thus for each plane, three points PI, P2 and P3 
belonging to the nominal plane are built in 91 then projected onto the associated 
plane. Thus, we obtain a representation of the theoretical plane associated with real 
surface. For the cylinders, only the position of their axis is useful for calculations, 
so, we just need to build the intersection points between each axis with the higher 
plane and lower plane SRI. 

5. CALCULATION OF THE DEVIATION TORSORS 

Local coordinate frames: For each measured element, it is necessary to define a 
local coordinate frame in which calculations will be done. For the side milled planes 
(PLI, PL2, PL3 and PL4): the Zi axis is perpendicular to the plane, Xi axis follows 
the feed direction and Yi is parallel to the end mill axis. For the face machined planes 
and the holes, the reference axis X, Y and Z are used. 

Deviation torsors of the planes: For any point belonging to a plane, its 
displacement is given by: Dpi = DE + n 1\ EPi , where E is a chosen point on the 

plane. Knowing the expression of the deviation torsor of a plane in its local frame, 
we can write the equations associated to the plane PI, P2 and P3: 

{
a. Uu} {XRi -Xi = U x +P(z; -ZE)- Uy(Y; -YE) 

{rPlane}(E.\llpl,ncl = P U v ~ YR; -Y; = U y + U/X; -XE)-a.(Z; -ZE) 

Uy w (, ) ZRi-Zi=W+a.(Yi-YE)-\3(Xi-XE) 
E,.lIpJl1l1C 

Where the index R indicates that they are the coordinates of the points of the 
theoretical plane associated with real surface, in opposition to nominal coordinates. 
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Let us consider now that the point E is arbitrarily chosen at the point PI of each 
plane, and retain only the equations exploitable to calculate the solution (i.e. those 
where do not appear an undetermined). One obtains for each plane, the following 
system of linear equations: 

{
ZRI-ZI =w [aJ [ 0 
ZR2-z2:w+a(Y2-YI)-~(X2-XI)=> ~ = Y2-YI XI -X2 

zR3-z3-w+a(Y3-YI)-~(x3-xl) w Y3-YI XI -X 3 

o 

6. RESULTS AND ANALYSES 

The results shown on figures are the components of the torsors resulting from 
calculations. The curves represent the results for the side milled planes, the face 
milled planes (figure 3) and holes (figure 4). These data have been putted together 
considering the similarities between them. 

". .'0' 

~:=EIIOI~nOfbela 

.l! ·r . . ~~ '"<11 
~L-__ ~ ____ ~ ____ ~~~~~ 

\ '0'" 11 " 31 Plf'I~ 41 

ii~ 
, u Z1 3 1 pan rt) .. , 

f~ 
21 Jl P'rt nb ... 

Figure 3. Results for the side milled planes (left) and face milled planes (right) 

f.~ 
1 n 21 lot pan 11:141 

Figure 4. Results for holes (left) and w facing the tertiary joint (right) 

Before analyzing of the values we have obtained, we will explain the 
significance of these various geometrical parameters when it is possible. For the side 
milled planes, a represents rotation around the feed direction, f3 the rotation around 
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the milling spindle axis. Thus, excluding the defects related to "adjustable" 
parameters (part holder orientation and position), we can do the following 
assumptions: a integrates the problems involved in the deformations of the machine­
tool components (particularly the cutting tool) and f3 integrates the defects of the 
machine-tool displacements during machining and the displacements from one 
workpiece to another one. 

For the face milled planes: a is rotation around x and ~ that around y. Only a 
integrates the influence of the machining efforts. For the holes, it is more difficult to 
propose significance a priori for each parameter. 

Analyze of the side milled planes: We clearly distinguish four distinct areas for 
the rotation component a. These four areas correspond to the replacements of the 
end mill due to wear. The evolution of a follows then a slope characteristic of the 
tool wear. On the other hand, we see that the values of w for the side milled planes 
(figure 3) are problematic. Indeed the variations from one part to another can reach 
up to 0.7 mm on the series of the first 16 parts where there is no tool replacement. 
These values are a priori much too high considering the machining process we use. 
Let us analyze, for plan PLl for example, what is really measured compared to the 
model described before. We identify Tpi,PLI' Pi being the positioning surfaces of the 

workpiece. However, T Pi,PLI = T Pi.P + T P, R + T R,PLI so: T Pi,PLI = T R,PLI - T R, Hi - T Hi,Pi • 

If it is admitted that the part holder does not move from one part to another, 
T R,Hi is the same for the whole series. So, the measurements we have done take into 

account the sum of the machining defects (TR,PLI) and the gap SOT between the part 

holder and the workpiece (T Hi,Pi ). Considering the evolution of J3 (figure 4 left), we 

can suppose that there is a rotation from a workpiece to another around z but there is 
always contact at the tertiary joint. So, we must find smaller variations of w 
calculated at a point facing the support (figure 4 right). 

7. CONCLUSION 

An analysis process of a machining set-up in order to quantify the defects due to 
the setting and the machining operations was proposed. This aims to validate the 
three-dimensional model on manufacturing tolerancing that we proposed. After a 
recall of the model employed, the experimental approach to measure and quantify 
the three-dimensional machining variations as torsors on a mass production of parts 
was described. The analysis of the results proves the importance of a three­
dimensional consideration of the manufacturing defects. It is shown, for example, 
the significant role played by the angular defects in the quality of the results. We 
also showed the difficulty of dissociating the effects due to the setting of those due 
to machining. The objective of works in progress is the improvement of the 
experimental protocol in order to dissociate more finely the identified components. 
The finality would be to specify a process of three-dimensional identification of 
machine-tool capabilities. 
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FORMAL DEFINITION OF TOLERANCING 
IN CAD AND METROLOGY 

Abstract: Our aim is to unifY mathematically the specification and the metrological verification of a 
given geometrical object. The observed differences result from the fact that strictly geometrical 
parameters are used in CAD systems while in mechanical engineering distances are paramount. A new 
mathematical concept - "Near Surfaces" - will be defined. This concept enables specifications and 
metrological determination to be incorporated within a unified mathematical theory. 

1. INTRODUCTION 

The need to unify the specification of a given geometrical object from a 
mathematical standpoint is based on the following 2 observations. First, The 
variation observed between the specification of a geometrical object by means of 
Euclidean geometry and its execution in a CAD software database is perfectly 
similar as regards its principle to the dimensional variation observed between the 
CAD model, taken as the specification by a NC machine tool, and its mechanical 
execution. A NC machine tool is actually a copying machine, which copies the CAD 
model errors onto the part, adding in its own uncertainties. However, these errors are 
currently of the same magnitude as a result of the convergence of the effect of 
improvements to NC machines tools and the increased complexity of the surfaces 
used. This variation must, therefore, be considered on a global basis, or, at the very 
least, its relations determined. Second, In the domain of CAD, we manipulate 
specifications whereas in the domain of mechanical engineering, we manipulate 
distances. Therefore, we need to be able to express the one in terms of the other, at 
least on a local basis. For example, there are 2 methods for defining the acceptable 
variation for a geometrical object in relation to its specification; one consists of 
limiting specification variation and the other of limiting the Euclidean distance from 
a real point to the theoretical object. The first is basically used in CAD and the 
second in the metrology of mechanical parts and in tolerancing. 

We propose to define a new mathematical concept - ''Near Surfaces" - which 
enables the relation between specifications and verification of geometrical objects to 
be amalgamated. 

2. MOTIVATION 

Mathematicians from time immemorial have had to contend with insufficient 
rational numbers for modelling the continuity properties of Euclidean geometry E3; 
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however, it was not until the 19th century that they were able to formally define the 
mathematical set of real numbers ~. They were probably given this name 
sarcastically since these numbers cannot be physically realised and can only be 

represented by symbols such as .J3 or 1C! The best known example is the 
calculation of the number 1C by Archimedes who used 2 convergent series 
constituted by a series of 2 polygons, one inscribed and the other circumscribed to a 
circle with a radius of I, with an indefinitely increasing number of sides. It will be 
noted that the procedure can be stopped at any moment to obtain a given precision 
value. 

The series of mathematical tools used in CAD/CAM and engineering science is 
developed from the topology of the numerical straight line ~ thus created. 
However, this sort of model never exists, neither in computer science nor on a 
machine! In practice, in computer science, the set of floating numbers F is the best 
we have and, in mechanical engineering, we only have decimal numbers of limited 
accuracy. This has the following disastrous consequence: from a mathematical point 
of view, numerous equivalent definitions exist for the same E3 geometric object. 
Unfortunately, the same is not true from a physical or numerical standpoint. 
Widespread belief in the practical equivalence of all mathematical definitions results 
in numerous trials and tribulations. In some circumstances, certain definitions are 
unusable but, on the other hand, they are ideal in others. It is said that the problem is 
or is not well conditioned for the values of the parameters under consideration. 

We will call "specification" this mathematical definition: A specification is a 
certain mathematical definition of a geometrical object. It is always evidenced by 
one or several equations (implicit functions) between certain of the object's 
parameters. By definition, the specification variation E is the value of the 
specification at measurement point M mes . 

A point of the real object (physical or numerical) always presents a variation in 
relation to its specification that must be limited by a tolerance called the 
specification tolerance ITspee : E < IT.pee' 

The standardised method consists of limiting the Euclidean distance variation 
between measurement point M me" and the surface specified by a tolerance that we 

will call the standardised tolerance - IT standard. For the same geometrical variation, 
we have a completely different specification variation, depending on the place where 
the point is located. 

We propose to establish the relationship between the geometrical variation 
(Euclidean distance) and the specification variation. 
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3. SPECIFICATION AND VARIATION OF SPECIFICATION 

3.1. Definitions 

A surface specification is a set of constraints between the co-ordinates of the 
running point and its MRGEs (Minimum Reference Geometrical Element) by the 
intermediary of a certain number of position, orientation and dimension parameters 
(Clement, Riviere & Serre, 1999). 

MRGE. (Point, Straight line, Plane) 
This is the skeleton 

List of Constraints F(p, M) between 

The Running Point 
(X, Y, Z COORDINATES) 

This is the sk" 

The parameters 
• of position, onentation and/or di'nensioo 

There are also specifications which are the relative position constraints between 2 
MRGEs. 

MRGEa (point. Straighlline, Plane) 
This is the skeleton 

I List of Position Constraints G(p) between I 

The parameters 
- of position. orientation and/or dmension 

Finally, there can be specifications which are engineering constraints resulting from 
the laws of physics or technology. 

~-----------------, 

List of Engineering Constraints between 

The Running Point The parameters 
(X. Y, Z. dX, dY and dZ COORDINATES) - of position, orientation and/or dmension 

This is the skin 

3.2. Relative position of2 surfaces at afinite distance 

The standardised, classic method for specifying the relative positon of surface A in 
relation to surface B consists of using situation elements (a cylinder axis, Bezier's 
surface polygon, for example) which have been defined as MRGEs (Minimum 
Reference Geometrical Elements) in TTRS theory (Clement, Riviere, Serre & 
Valade, 1997) and (Srinivasan, 1999). 

An example ofMRGE (Fig. I): 
The parabola below can be fully defined by using either of the following as MRGEs: 
• the directrix ~ P2 and the axis of symmetry OF which constitute the axes of a 

Cartesian representation; 
• the 2 tangents SISO and SIS2 at 2 points specific points MI and M2 which 

constitute the polygon of a Bezier representation. 
To position this parabola in relation to another object, we can use the relative 

positioning of any of either of these 2 MRGEs and, generally speaking, it always 
comes down to positioning points, straight lines and planes in relation to points, 
straight lines and planes. Justification for this method is immediate: the distance of 
any 2 surfaces using Hausdorffs distance, for example, is totally unusable in 
practice. The current method is unavoidable for the moment: the MRGEs must be 
used to position 2 surfaces at a finite distance. 
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Figure 1: Declaration of a parabola with MRGE 

However, the situation is different when the 2 surfaces are infinitely close to one 
another. We propose to show that it is possible to directly define the distance of 2 
surfaces in this situation without using their MRGEs. The advantageous results of 
this concept will be seen in the tolerancing specifications and their metrological 
verification. 

3.3. Relative position of 2 surfaces at a very small finite distance 

We immediately notice (in the figure below for example) that not only is the 
specified noiminal surface positioned by means of its MRGEs but all the 
"acceptable" surfaces by this standardised tolerancing are also defined by the same 
method. 

Figure 2: Standardised tolerancing 
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For a fully specified theoretical surface, we will not only consider one surface 
measured as being "near" but also all the surfaces specified by standardised 
tolerancing. We will model the actual nearness of 2 surfaces at a finite distance, 
albeit small, by mathematical nearness at an infinitely small distance. 

4. THE CONCEPT OF NEAR SURFACES 

We first of all start by defining what an objet is. A function j(x, y) can be 

considered in 2 different ways: 
• either as an application of the domain of x to the domain of y, 

• or as all the couples (x,y) of the Cartesian-product of these 2 domains. 

This is what is termed entity-relation duality. In computer science, this duality, 
known as "object-oriented programming", has had considerable success for the past 
twenty years or so. We say that we programme a function in a procedural manner 
when it is considered as a relation and that we programme a function in an "object­
oriented" manner when it is considered as an entity. A solution to a set of relations is 
called an "instance". 

4.1. Definition 

A surface specification can be represented by a vectorial function of vectorial 
variables: 

with the parameters denoted by p and the surface running point by M . 

We consider the possible displacements iii of a point M obtained by a variation 

d p of the parameters of the initial surface, such that point M + d M belongs to the 

disturbed surface: 

We seek the relations between the initial and the disturbed surfaces. For this, we 
carry out a Taylor's series development, limited to the first order (we assume here 
that none of the partial derivatives are equal to zero). 

fF~, M)+ gradl~, M). d P + grad"M F d M = 0 

lG~)+ grad"G.dp =0 
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Note: We note the derivative of the vectorial function F in relation to the variable 
~-

p. asfollows: grad-F 
p 

And, since F (p, M) = 0 and G (p, M) = 0, we can deduce a relation between 

disturbance d p and variation d M : 

19radp ~~, ':! ).~ p + grad'M F . d M = 0 
grad-G·dp=O 

p 

4.2. Geometrical interpretation 

A geometrical interpretation is made starting with a scalar function f~, M) using 

the following notation: 

with the unit vector carried by gradMf(p, M) represented by ~ and the unit vector 

carried by grad~f~, M) represented by ~. For a given disturbance d p, the 

- - -displaced point M' = M + d M is located on a plane parallel to the plane tangent to 

the surface under consideration at point M, at a distance equal to ; the value of 

which we will now determine. 

IgradJ(p,M)I·~·dp+lgrad;J(p,M)I·~·dM = 0 

by substituting e = ~. d P and ~ = ~ . d M , we obtain: 

. l~f(;,M)1 
1~=K.elwlth K=-I (- _)1 

grad-f p,M 
p 

Thus, when parameters p are subject to random variation d p such that: 

~ . d P < e, then the displacement of point M extends into a zone ~ wide on either 

side of point M. The factor K should be considered as an amplification factor of 
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the disturbance of parameters p on the shape of the curve at point M . Moreover, it 

can be seen that this factor can be extremely large (for example, if the first 
derivatives are cancelled at a dual point) or may be zero at a specific point. 
Generally speaking, as we were already aware, we observe that the mathematical 
form of the specification can affect accuracy (Farouki & Rajan 1988). 

Figure 3: Geometrical interpretation of a near surface 

When the surface f is completely regular, a continuous family of vectors ~. ~ 

perpendicular to this surface can be traced for a given value of d p . The ends of 

these vectors form a continuous surface termed the "generalised offset" of this 
surface. By definition, the pair of surfaces constituted by the surface and its 
"generalised offset" surface will be called "near surfaces". It should be noted that, 
although the parameters adopted are confined to position and orientation parameters, 
this method is the equivalent of methods using small displacements; to a certain 
extent, it is a sort of generalisation of the small displacements method (Bourdet & 
Clement 1988) and (Bourdet, Mathieu, Lartigue & Ballu, 1995). 

4.3. Properties 

Since we know F~, M)= 0 , the "near surfaces" family is therefore a family with a 

vectorial parameter: d p. For a given value of this parameter, we will be able to 

determine: F~+dp,M); F~,M +dM); gradl:/~+dp,M); 
grad" F(P, M + d M) and the relations between these different values. 

The geometrical significance of these various parameters is illustrated below by 
the example of a plane curve, dependent upon 2 parameters PI and P2' in 2 

different planes. One is plane (x, y) of the curve and the other the parametric plane 

(PI' P2)· We have also represented the gradients and numerical variation. 
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t P2 
4 P, 

grad/~.M) 

Figure 4: Illustration of the different parameters in plane (x, y) and in plane (P" p, ) 

5. CONCLUSION 

We have shown that a near surface of the same nature can be made to correspond to 
any surface, differing only with respect to the second order of the initial reference. 

The symmetry of the "near surfaces" relation allows these 2 surfaces to be fully 
defined if we know the analytical parameters of one or the other or any combination 
of parameters and points belonging to one or the other. This property gives 
considerable flexibility to identification of the pair of near surfaces, perceived as a 
unique entity. This opens up the way to the resolution of extremely complex 
identification problems by global optimisation, which is known to be more efficient 
than a series of partial optimisations. 
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QUALITY MEASUREMENT ON CMM 

Abstract. In the first section we wile discuss the sources of errors and uncertainties of the Coordinate 
Measuring Machine (CMM) [I]. The mastery of this process depends on a good knowledge of the 
initialisation methodology of the CMM. 
Afterwards, we will propose a new method for calculating an A-type uncertainty on the probe system 
calibration. Our data-processing model provides automatically the value of uncertainties. This information 
enables a user to control the quality of the probe system calibration. The knowledge of these uncertainties 
is strategic because they will be propagated in all the other measurements. 

1. MODEL OF CMM 

The structure of the CMM is studied to illustrate this model [1]. This structure 
appears in the majority of industrial machining. This analysis should be the same for 
other kinds of structures. There are four main flows: 

Flow 1 : Positioning or locating loop (CMM, Probe system, Part, 
Reference sphere).!t is the central flow of the process. Other flows depend on it 
(acquisition flow) or influence it (flow 3 disturb it). 

Flow 2 : Acquisition loop (CMM, Probe system, Pre-treating) 
When the stylus ball touches a surface of the part, a front down signal is provided. 
That orders the treating system to acquire the position value by adding up the pulses 
generated by the three axes optical rulers (X, Y, Z). The result obtained is the 
current point position in terms of the axes of the machine (initialised to zero by 
contact on three stops). 

Flow 3: Mechanical Loop (CMM, Support part, Part, Sphere) 
This influences flow 1 only when the system of reference of the part has not been 
calculated for every part. Variations in temperature should be considered as 
negligible. 

Flow 4 : Treatment loop (Pre-treating, software) 
This flow gets pre-treated data made up of the Mj point coordinates in terms of the 
axes of the machine. Then the loop provides the coordinates of the Mj points in 
terms of the axes of the part. 
We can extract the central flow 1 that permits us to locate the various functional 
groups involved in the initialisation. First all parameters included in flow 1 are 
described. In figure 1, the CMM is placed on the origin of the axes of the Machine, 

OM' 
The application of the functional group concept to the flow 1 model permits us to 
bring to the fore vectors that contribute to the value of the desired vector. 

The objective is to find the vector OpM j in the axes of the part (Op, Xp, Yp, Zp). 

To carry out this task we should identify the vectors that influence vector 0 p M j . 
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Figure 1. CMM model. 

OM: Origin of the axes of the 
Machine (Zero counter on the three 
axes) 
Om: Centre of the reference sphere 
Op: Origin of the axes of the Part 
M J : Point belonging to the measured 
surface j 
C j : Centre of the ruby i 
P j : contact point between the ruby i 
and the measured surface 
Ptcourt current point after 
displacement in terms of the axes of 
the Machine OM (not pictured in 
Figure I). 

The measuring machine moves according to an estimated displacement in the axes 
of the machine (OM, XM, YM, ZM). 
By using Chftles theorem we obtain the following vectorial equation written in terms 
of the axes of the machine (OM, XM, Y M, ZM)' 

OpM j /RM= (OpOm + 0mOM + 0MPtCourt + PtcourtCj + CiPj + Pi M j)/RM 

Several hypotheses are proposed to simplify the issue. Dimensions are considered as 
constant between process initialisation and the Mj point acquisition (static 
equilibrium, no temperature variation, ... ). The measuring machine kinematics is 
considered as perfect. 
Under these hypotheses, we can identify the initialisation vectors: 
p. M . : Coordinates of the displacement vector required to put in contact Pi and Mj. 

I ) 

Cli : Projection of ruby radius along the contact normal nj to the point Mj in the 

measuring reference system. 
Pte c.: Offset of the C i ruby centre in relation to an unspecified point on the 

ourt I 

mobile system. 
O Pte : Displacement made by the current point to the origin of the axes of the M ourt 

machine OM(value X,Y,Z of the counter). 
OmOM : Position of the sphere reference centre to the origin of the axes of the 

machine. 
OpO m : Position of the origin of the axes of the part in relation to the centre of the 

reference sphere. 
The knowledge of all these vectors enables us to determine the vector OpM j in 

terms of the axes of the machine when vector p. M. is equal to zero (contact). This 
I J 

transfom1ation can be written by using the formalism of matrix with homogeneous 
coordinates by using the values X, Y, Z of the counter as an input vector. 
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1 0 0 (OpOm +OmOM +PtCourCj +CjPj ).XM 

0 0 (OpOm +OmOM +PtCourCj +CjPj ).YM 
OpMj/RM = x OM PtCour IRM 

0 0 1 (OpOm +OmOM +PtCourCj +CjPj ).ZM 

0 0 0 

A change of axes is needed to obtain 0 M. in terms of the axes of the part. 
P J 

Xp.XM Xp.YM Xp.ZM 0 
-1 

Yp.XM Yp.YM Yp.ZM 0 
OpMj/RP = 

Zp.XM Zp.YM Zp.ZM 0 
x OpM j IRM 

0 0 0 

Both transformations can be defined by only one matrix of homogeneous 
coordinates. That allows us to identify the desired vector easily. 
After the initialisation vectors are known, the process can calculate the Mj point 
coordinates in terms of the axes of the part. Now our study is focusing on the 
preparation phase of the CMM. A flow chart of the initialisation phase for CMM is 
proposed by using the modelling and the vectorial equation. This flow chart could 
be used for any kind of CMM "Figure 2". The counter initialisation is achieved by 
touching the stops. A point of the mobile part composed of the vertical sliding joint 
Z and the probe system is chosen as the machine origin. 

Secondly it is necessary to define the reference sphere position in relation to the 
machine origin. The ideal sphere is associated to the measured points on the 
reference sphere by a least square method. 

dj =~(XI -h1r +(X2 -h2r +(X3 -h3r 
The optimisation method normally used is the least squares method. 

aIYt 
~j =0 with n the number of probed points (I) 

The software provides the 0 M Pt c vector (Picour is confused with OM if no our 
displacement) and the associated sphere radius Rass. In the set up program the 
software finds the real diameter Rrcal of the reference sphere. The radius of the ruby 
that has measured the reference sphere is immediately calculated by subtraction 
"Figure 3"; 
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I OM position ~--------.,." Counter CMM initialisation o 
0" 0 

o 
measure reference 

sphcre by 
ruby I 

the axcs of 
the part 

measure surface j 

-----I .. ~ To detemline the vcctor ~I and 
the ruby I radius 

RM 

:--------.,.... To deteffiline the vector PtcQU, Cj and the 
ruby 2 radius 

.. -----I,.~ To deteffiline the vectors Xp , Y p, Zp et Om ~p 
in tCffilS of the axcs of the machine 

----... To deteffiline the perpendicular nj to the surface j 

Figure 2. CMM initialisation procedure. 

Once this operation is completed the origin of the axes of the machine is set on the 
first stylus ball. The same operation is repeated with the others rubies if they are 
involved in the checking phase. The vector C20 m is obtained after the optimisation 

phase is carried out by the software. By subtracting the vectorOmO M from C2 0 m ' 

the 0MC 2 or PtCourC2 vector is obtained, and it is the same for the other rubies. 

The radius of the ruby is obtained with the same procedure "Figure 4". 

0M C 2/RM == OmCZ IRM - 0mOM IRM (3) 

Associated radius 

References here radiUS: ;-

0 , .• _1- ----+ 
; .. , OMOm 

Ruby radius 

Figure 3. Acquisition of OmOM and ruby's radius. 
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---
0M C2/RM = 0mC2/RM - OmOM IRM (3) 

The remaining tasks involve calculating the OpOm vector as well as filling in the 

axes change matrix. 

Associated radius 2 

. ----+-
: C20 m 'f a-"-'n , ~.-

Reference sphere radius 

Figure 4. Determination of OMC2 and radius of ruby 2. 

The ~ vector is obtained according to two phases: 
p m 

• Geometric models built by the user. 
• Its acquisition by a specific function of the software. 

2. PROBE SYSTEM CALIBRATION UNCERTAINTIES 

From the constructed model we have found the vectors that figure in obtaining the 
vector 0 M.· Uncertainties of this vector are a function of the uncertainties of the 

P J 

component vectors. 

OpM j IRM = (OpOm + OmOM + 0MPtcourt + PtcourtCj + CjPj + PjM j)/RM 

really: 

OpM j/RM = (OpOM + 0MPtcourt + PtcourtCj + CiPj + PiM j)/RM 

the equation just below is the result of the precedent equation: 
-- ...... -- -- ----
UC(OpM j) IR M = F(U(OpOM ), U(OM Ptcourt), U(PtcourtCj), U(Cj Pj), U(PjM j) )/R M 

with Ue : composed uncertainty, u: elementary uncertainty 

In this part of the paper we will focus on the A-type uncertainties of the probe 

system parameters: ° M C 2 (vector) and the ruby radius (scalar). Later the other 
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component uncertainties will be treated. The guide of uncertainties in measurement 
(GUM) subdivides the uncertainties into A-type and B-type [3][4][5][6]. Our 
proposal enables us to automatically calculate A-type uncertainties from the point 
coordinates (VDA file) [7]. It is not necessary to repeat repeated tests. The 
measurement quality is calculated on line. 
During the calibration phase the vector and the ruby radius are calculated from the 
points file (VDA file) that has been obtained by measuring the reference sphere (see 
Figure 5). A software package has been created to calculate the uncertainties on the 
statistical vector composed of hI, h2' h3 and R. The function Yi to be minimised is the 
gap between the acquired points and the substitution surface. In our case we will use 
equation (1) for the sphere. 

Figure 5. Probe system parameters. 

The uncertainties of the parameter of the 
covariance matrix (4). 

substitution surface are found by the 

[ 

Varhl COY (hl,h2) 

COY (hI, h2) Var h2 
Cov(X) = 

COY (hI, h3) COY (h2, h3) 

CoY(hl,R) COY (h2,R) 

COY (hI, h3) COY (hI, R)] 

COY (h2, h3) COY (h2, R) 

Var h3 COY (h3, R) 

COY (h3, R) Var R 

Themeasurementmodelfunctionis: y=j(X"x2"'+x lI ) (5) 

with y as scalar, Xi are statistically non independent inputs. 

The uncertainty of the output y is : 

U2c(y)=(J) .Cov[X).(J)T (6) 2 u (xl) u(xl ,x 2 ) 

with: 2 

J=~l :'2 .... ·:.n J 
Cov[X]= u(x 2 ,xl) U (x 2 ) 

U(xn,x l) u(x n ,x2) 

(4) 

u(x l ,x n) 

u(x 2 ,x n ) 

2 u (x n) 

The uncertainties which come from the calibration phase can be determined from 
the equations (2) (3). For the vector uncertainty the equations (5) and (6) are: 
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a fa( a a a) Y = Xl +X2 +,,,xn 

where ya is vector 

J : Jacobian matrix 

From the diagonal term of this covariance matrix, the variance vector can be defined 
by: 

In our case we find the uncertainties on the vector 0MC 2 and ruby radius. 
- - -2 2-- 2--
U (OMe 2) = U (OMOm) + U (OMe2) 

u2 - u2 +u2 
(Rruby I) - (R ass2 ) (Rreal) 

and: u(Rreal) = % ; U extended uncertainty; k = 2 

From 6 points on the reference sphere (standard calibration) we have calibrated the 
5 rubies on the CMM. These 5 files have been saved in VDA format files. The 
results obtained by the software show that the quality of the probe system 
calibration is not perfect. The uncertainties on these parameters are not negligible 
and are not communicated to the user, "Table 1". 

Table.! Uncertainties of calibration parameters 

J x J y Jz Rrubv uc Jx liC lv) liC(jz) UC{Rrubv) 

CI 0 0 0 1.9996 0 0 0 6.22 10-4 

C2 0.218 -26.194 28.866 0.9962 5.61 10-4 5.62 10-4 5.61 10.4 3.28 10-4 

C3 26.217 -0.152 28.975 1.9981 1.03 10-3 1.0 I 10-3 1.03 IO- j 9.2010-4 

C4 0.044 25.691 29.194 0.9983 8.03 10-4 8.01 10-4 8.01 10-4 6.59 10-4 

C5 -25.986 -0.393 29.087 1.9998 1.10 10-3 1.12 10-3 1.12 IO-J 9.9410-4 

3. RESULTS AND DISCUSSION 

All the results situated downstream of the calibration phase are influenced by these 
uncertainties. Our software can calculate the uncertainties value on the probe system 
in real time. With this information the user can accept the proposed values or redo 
the stylus ball calibration. From an experimental design we have shown that a lot of 
parameters have an influence on calibration quality of the rubies. The number of 
points, the position points (position and measuring normal direction), the probe 
effort and the measuring speed are the most preponderant. To conclude this section, 
we have shown that the stylus ball calibration phase influences measurement quality 
to a great extent. 
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TOWARD THE USE OF ST ATISTICAL ANALYSIS IN 
POSITIONAL TOLERANCING 

Abstract: In this paper, a novel method of positional tolerance analysis is discussed. These tolerances are 
critical in the assembly analysis. The statistical approach is introduced and its performance is evaluated 
on a best case study. Industries claim that statistical tolerance analysis is necessary in order to perform a a 
reduction of the cost of manufacturing, assembly and inspection process. Some applications are given to 
highlight the advantages of our statistical approach. 

1. INTRODUCTION 

The main objective of engineering design is to create a competitive product with 
high quality. Including uncertainty in engineering design decision making may help 
to produce robust designs by assessing the expected size of variations and 
determining the risk of failure. These variations are usually specified in terms of 
tolerances. The tolerance design determines the most economical tolerance that 
minimizes products cost for given tolerable deviations. Industries recognise 
tolerance to be a key element in all programs for improving quality, reducing overall 
cost, and retaining market shares [1]. 
Existing standards define the geometrical tolerances as zones within which the part 
features or their resolved geometry (centreplane, centreline, centrepoint) are 
constrained to lie. The effect of each assigned tolerance on global behaviour of the 
product must be controlled in order to respect its functional requirement and also in 
order to reduce the cost of manufacturing, assembly and inspection processes. 
Many authors have reviewed the literature of statistical tolerancing [2-5]. Statistical 
models make the assumption that a reasonable percentage of non-conforming parts 
may occur. As far as we know, all the authors address only traditional tolerances 
(plus/minus) in statistical analysis. They generally suggest translating geometrical 
tolerances to statistical parametric tolerances. Existing tolerancing standards and 
industrial practices widely use geometrical tolerances because it incorporates the 
functionality of each feature of the part. There is a real need to set up this topic. 
This paper attends to introduce a novel technique for statistical tolerance analysis in 
the sweeping approach. 

2. GEOMETRICAL TOLERANCING 

There are three types of tolerance for expressing different functional requirements: 
dimensional, form and geometric. Dimensional tolerances deal with the dimension 
of feature of size like the diameter of a cylinder or the distance between two parallel 
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plans. Fonn tolerances control the intrinsic shape of the considered surface. Finally, 
geometric tolerances define the situation (position orland orientation) of the 
tolerance zones of a feature of part in relation to the other feature of the same part. 
This relative definition uses the notion of Datum Reference Frame (DRF). In the 
tolerance design process, we start with the assembly definition of the mechanism, by 
associating theoretical datum on each part according to the order of assembly (datum 
precedence) and to the mating surfaces in the assembly. These datum are used to 
ensure the relative positioning of parts in the assembly. They also pennit the 
analysis and the manufacturing of parts independently. 
In this paper, the dcfinitions of the mathematical standard [6] are used. They agree 
with the ISO Standard for this application. According to the extensive use of CAD 
tools some software try to integrate tolerance analysis [I]. But, up to now, all users 
and researchers agrce that there is a real needs to set up this topic. 
In the following, we deal only with cylindrical inner features, and the primary datum 
is a plane. Actual mating surfaces of all features are supposed to be given. 

3. STATISTICAL DEFINITIONS 

General definition of the expectance and variance-covariance are given in this 
section [7]. The application of these relations is described in the next section. It 
consists in the calculation of the tolerance zone of point G of the part defined in 
figure I. A perfonnance evaluation of the approximation is perfonned on the same 
case study. 

1\ 1\ rl rn 
Let PI, ... , Pn be n random points in R , ... , R . Let Pk be the expectance and Ak the 

/\ 

variance-covariance matrix (rkx rk) of the random point Pk : 

/\ 

Finally, let z be the random points in R', defined by the following relation: 

/\ /\ /\ 

Z = f( p" ... , Po ) 

(I) 

(2) 

(3) 

Where f is a non-linear function from R'I x ... x Rrn in R'. The linear model of the 
function f near points p=(p,- .. " Pn) is obtained by the following approximation for 

/\ 

the expectance z = E(z) and A for variance-covariance matrix (r x r) of the random 
/\ 

point z. The Taylor expansion approximation leads to the following relation: 

/\ I n (iflO)l n n (l!rEl) 
E(z) "" f(p) + '2 2. ~ Var(Pi) 2. 2. a.a. COV(Pi,PJ) . ap· ... I P, PI 

t= I I J>I t= . P 
(4) 

Where Var(Pi) is the variance of Pi and COV(Pi,Pj) is the covariance of Pi and Pj' 



www.manaraa.com

THE USE OF STATISTICAL ANALYSIS IN POSITIONAL TOLERANCING 229 

Where af(p )!apk is the partial derivative matrix (rxrk) of function f with respect to Pk 
Generally all term corresponding to the second derivative are negligible with respect 
to the first term, thus the expectance can be approximated by the following equation: 

/\ 

z= E(z) ..,. f(p) (5) 

The same hypothesis is applied to approximate the variance-covariance matrix A. It 
leads to the following general relation: 

/\ /\ T 
A = E [( z - z)( z - z) ] (6) 

The approximation leads to the next relation: 

n 

L~ ~T A..,. ~ Ak [~ ] 
OPk UPk 

(7) 

k=l 

4. APPLICATION TO THE CASE STUDY 

4.1. Statistical definition of the parameters of the case study 

The part defined in figure 1 is used in the following section in order to describe our 
statistical approach. Several authors studied this part [8-9]. It is used as a best case 
study for many models and methods. In the case of the example presented in figure 
1, the non-linear function f is defined as the following: 

[ /\/\/\] /\ /\ /\ /\ fl(x,y,d) 
z = f( x,y,d ) = 

/\/\/\ 

f2(x.y,d) 

(8) 

Where: 
/\ /\ /\ 

X = (XI,X2)T is the random point corresponding to the center of the hole D in the 

drawing. Y = (YI, Y2)T is the random point corresponding to the center of the hole E 

in the drawing. d = (ai, a2f is the random point defining the coordinates of the 
center of the hole G with respect to D and E (figures 1 and 2). 

/\ /\ /\ 

The expectance of the points x, y and d are noted x, y and d and their variance-
covariance Ax, Ay, Ad respectively; with: 

/\ T /\ T /\ T 
X = E(x ) = (XI, Xl) ; y =E(y ) = (ylo Y2) and d =E(d ) = (d l, d2) 
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The co-ordinate of the center of the hole G in the global co-ordinate system are 
calculated using figure 2. 

ABO 

y 

A 

Figure 1 : Technical Drawing: best case study Figure 2 : Statistical definition of the 
parameters 

We obtain the following relations: 

1\ 

fl = XI + 

1\ 1\ 1\ 1\ 1\ 1\ 

dl [YI - XI] - d2 [Y2 - X2] 
1\ 1\ 

II y- xii 
(9a) 

1\ 1\ 1\ 1\ 1\ /\ 

dl [Y2 - X2] + d2 [YI - xd 
1\ 1\ 

II y- xii 
(9b) 

The calculation of the variance-covariance matrix In equation (7) needs the 
development of the partial derivatives matrices: 

r dqx,y,d) 

df(x,y,d) _ dUI 

du - df2(x,y,d) 

dUI 

dqx,y,d) 1 
dU2 

df2(x,y,d) 
dU2 

where u may be substituted by x, Y or d and UI and U2 are the coordinates of u. 

4.2. Pelformance of the suggested approximation 

1\ 1\ 1\ 

(10) 

In this section we assume that x, y and d are three multinormal independent random 
1\ 1\ 1\ 

points. The expectance points x, y and d of random points x, y and d correspond to 
the values indicated in figure I: 
x = (XI, X2)T = (41.78, 29.84)T, 
Y = (YI, Y2)T = (71.18, 33.63)T 
d = (d l , d2)T = (-12.35 ,-2IAI)T 
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The corresponding matrices of variance-covariance Ax, Ay, and 1\i are assumed to be 
equal and diagonal (no correlation) and the variance coefficient d is such that the 
tolerance 0.127 indicated on figure 1, represents six times the standard deviation: 
0-2 = (0.127/6)2 =0.000448, 
Thus: 

A -A - - [ 0.000448 0 ] 
x - y - Ad - 0 0.000448 

Then Relations (5) and (7) are used to compute the expectance point z and the 
1\ 

matrix of variance-covariance Az of random point z. 
We obtain the following values: 

[ 
0.0015149 

z = {32.2687 , 7.0267)T and: Az = 
-0.0005816 

-0.0005816 ] 

0.0012735 
In order to evaluate the performance of the approximation presented in the previous 

1\ 1\ 1\ 

section, we have generated n=10000 multinormal random points (Xl. Yl. d 1) , ••• , 

1\ 1\ " " 1\ 
(xn, Yn, dn) and we have computed the random points Zl. ... , Zn using relation (9a and 
9b) These random points are plotted in figure 3. 

Figure 3 : Random points and theoretical ellipse 

1\ 

Assuming that Z is also a multi-normal random point we have computed an 

estimation z of z and an estimation Az of Az : 
_ [0.0015289 

Z =(32.269,7.027)T and Az = 
-0.0005777 

-0.0005777 ] 

0.0013073 

We can see that the estimations z and Az obtained from the simulated data are very 
close to the theoretical values z and Az We have also plotted on the same figure the 
theoretical ellipse (computed from z and Az) containing a probability (l-a=I-0.0027 
= 0.9973) (this probability corresponds to the six sigma case for the normal 

distribution). We have computed the estimation (a =k/n) of a, where k is the 
number of random points which are outside the theoretical ellipse. In our example 
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we found a =0.0026. We can see that this estimation is very close to the expected 
probability a=0.0027. We have repeated this simulation process m= / 000 times, and 

computed at each time the estimation a. We have computed the mean /J-(a) = 

0.002708 and the standard deviation cr(a) =0.0005276 of the m=/OOO estimations. 

We can conclude that the simulated data gives an estimation a which is 95% of the 
time in the interval [0.001674,0.003742]. 
This result shows that our approach gives a very good approximation in a statistical 
point of view. 

4.3. Applications 

In this section we discuss some results corresponding to the case study defined in 
figure 1. 
These results demonstrate the ability of the above statistical analysis method to solve 
the general problem of geometrical tolerancing. 
Figure 4 depicts a\1 the possible e\1ipses obtained by combining a\1 the worst case 
size (maximum and minimum) of the three hole. These combinations are given in 
Table I. The e\1ipse of a given combination represents statically all the situations of 
the axe G. We can observe that these situations are contained in the two ellipses 
corresponding to the combinations 1 to 8 in Table 1. 

TZ.D 

0.147 

2 0.147 

3 0.147 

4 0.147 

5 0.127 

6 0.127 

7 0.127 

8 0.127 

Table 1: Results/or the 8 combinations 

TZ.E 

0.155 

0.155 

0.127 

0.127 

0.155 

0.155 

0.127 

0.127 

TZ.G 

0.152 

0.127 

0.152 

0.127 

0.152 

0.127 

0.152 

0.127 

[ 
0.0021109 -0.0007958 ] 

-0.0007958 0.0017546 

[ 
0.0019172 -0.0007958 ] 

-0.0007958 0.0015608 

[ 
0.0019810 -0.0007416 ] 

-0.0007416 0.0017320 

[ 
0.0017873 -0.0007416 

-0.0007416 0.0015382 

[ 
0.0018386 -0.0006358 ] 

-0.0006358 0.0014898 

[ 
0.0016448 -0.0006358 ] 

-0.0006358 0.0012960 

[ 
0.0017087 -0.0005816 ] 

-0.0005816 0.0014672 

[ 
0.0015149 -0.0005816 ] 

-0.0005816 0.0012735 
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7,2 

7,15 

7,1 

7,05 

. ,95 

., . 
• ,85 -I---~-~-~--~-~-~-~ 

32. 1 32. 1 ~ 32.2 32.2~ 32 .3 32.~ 32.4 32.~ 

Figure 4 " Evolution a/the resultant zone 

Figure 5 shows the evolution of the ellipse of the axe G corresponding to the 
following data: 

0/= 0/= (0,127/6) 

[
0.000448 0 ] 

Thus: A = A = 
x y 0 0.000448 

0i is variable. From the center of the figure to the exterior, the ellipses correspond 
to the following values: 
0i=0, 0i=[(0.127I2)16], 0/=[0.12716], 0i=[(0. I 27*2)/6], 0/=[(0.127*4)/6]. 
Finally, Figure 6 gives the ellipse of the axe G corresponding to the following data: 
o} = (0.127/6)2 =0.000448, 

[ 0.000448 0 ] [ 0.0005577 -0.000 I 097 ] 
Thus: Ad = 0 0.000448 and: Ax = Ay = -0.0001097 0.0005577 

The situations of the axis 0 and E (variables x and y respectively) are chosen to be 
themselves ellipses. Indeed, the components XI and X2 (or YI and Y2) are really 
correlated. The following numerical definitions yield the resultants situation of the 
axe G. This resultant is defined by Az and shown in figure 6. 

A
z 

= [ 0.0019796 -0.0009176] 

-0.0009176 0.0016808 
Since the two tolerance zones are not circular, the last example is particularly 
difficult to calculate by using the worst case analysis. we notice that even if this 
example can be observed in the practice, tolerancing standard defines the tolerance 
zone as circular. 
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5. CONCLUSION 

In this paper a kinematics model is applied to the calculation of the resultant zone 
and the neutral zone. The statistical approach is introduced and its performance is 
evaluated on a best case study. This is a first tentative toward a general method of 
statistical analysis of geometrical tolerancing. 
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CHIH-HSING CHU, DAVID DORNFELD, AND 
CHRISTIAN BRENNUM 

PREDICTION AND SIMULATION OF MILLING BURR 
FORMATION FOR EDGE-PRECISION PROCESS 

PLANNING 

Abstract. A burr prediction and simulation system is developed for edge-precision process planning in 
planar milling. Given workpiece geometry, cutting parameters, and tool path, this system classifies the 
workpiece edges according to different burr formation mechanisms obtained in experimental studies. For 
each type of edge, tool engagement conditions are computed for inquiry generation to corresponding 
database, in which burr type is predicted with different criteria. The location of each type of burr is 
graphically displayed along the workpiece edges. This study provides a systematic approach to the use of 
experimental data on milling burr formation represented in different forms. Burr prediction is integrated 
into the process planning stage, providing effective tools that help reduce milling burr formation and 
deburring cost. 

I. INTRODUCTION 

Burr formation is a highly complex behavior of material deformation. A number of 
factors influence burr formation, including material properties, workpiece geometry, 
surface treatment, tool geometry, tool path, and cutting parameters. It is difficult to 
model burr formation in 3D oblique cutting processes such as milling and drilling. 
Hence most previous studies employed experimental approaches. A series of 
experiments are first conducted in which different factors are varied in sequence; the 
burrs generated are then observed and analyzed to find how those factors affect the 
burr formation. Empirical equations have been obtained in this manner [I, 2]. More 
importantly, a few key factors have been identified that can effectively control burr 
formation [3, 4]. However, due to the particular test settings and the simplifications 
made in these experiment, each controlling factor can usually only be applied to a 
narrow range of conditions. Those empirical equations are also too over-simplified 
to use in real machining. On the other hand, a simple face milling operation such as 
straight step milling involves multiple burr formation conditions to which no single 
controlling factor can be applied alone. Unfortunately, there is a lack of systematic 
methods that utilities those different experimental findings in an integrated manner. 
Not surprisingly, edge-precision process planning literally has benefited little from 
previous experimental work on burr formation. However, recent studies [5-7] have 
shown that machining burr formation can be significantly reduced through process 
planning. As opposed to the traditional concept that deburring is the only solution, 
the "design for manufacturing" approach is in fact very effective in solving burr 
problems. Targeting on this, this paper presents a milling burr prediction and 
simulation system for edge-precision process planning. This system allows the input 
of 2D workpiece geometry, cutting parameters, tool geometry, and tool path. Edge 
classification is first conducted according to each burr formation mechanism 
obtained in experimental studies. With the input information, tool engagement is 
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then computed for the inquiry generation to burr database. Burr prediction is thus 
accomplished with particular burr formation criteria in each database. The prediction 
results, including burr type and burr location, are displayed graphically on the 2D 
workpiece. This study establishes a framework that overcomes the limited 
applicability of each individual experimental finding. Distinct burr formation criteria 
can be employed simultaneously for the planar milling operation of 2D polygonal 
contours. Experimental data has been successfully integrated into the process 
planning stage for reducing milling burr formation. 

Figure I. Burrs produced in planar milling 

2. CRITERIA FOR MILLING BURR FORMA nON 

Planar milling operations can be distinguished between face milling and end milling. 
Inserts are often used in the face milling operation. Each cutting edge of an insert 
produces burrs as the tool follows its trajectory through the workpiece. Figure I 
shows a schematic view of three different burrs - exit burr, side burr and top burr, 
which occur along (I) the edge between the machined surface and the exit surface, 
(2) the edge between the transition surface and the exit surface, and (3) the edge 
between the top surface and the transition surface. Exit burr causes the most serious 
problem in planar milling, because side burr and top burr are only transient products. 
From this point of view, planar milling burrs are usually considered a two­
dimensional problem taking place in the machined surface. 

Milling burr formation is significantly affected by the tool engagement 
condition. Therefore, most experimental studies limit their work only on one single 
tool engagement condition. For instance, Chern [I] conducted a series of fly cutting 
experiments for investigation of exit burr formation occurring parallel to the tool 
feed direction. Link [8] considered the burr formation in slot/step milling that occurs 
perpendicular to the tool feed direction. Chang [9] studied the exit burr formation 
occurring along the edges that are neither parallel nor perpendicular to the feed 
direction. In this paper, these three exit burrs are denoted as exit burr in the cutting 
direction (Figure 2a), exit burr in the feed direction (Figure 2b), and exit burr with 
gradient (Figure 2c), respectively. Not only are distinct experimental settings 
required for each type of exit burr, but the data analysis method is also different. As 
a result, each burr formation criterion is represented in a different form. For the exit 
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burr in the cutting direction, a set of empirical equations have been derived [10] that 
distinguish exit burrs among the primary burr, the secondary burr and the wavy burr, 
given a set of cutting parameters. Figure 3 shows schematic illustrations for those 
three types of exit burr. This set of empirical knowledge is usually represented in a 
20 chart, namely a burr control chart [2]. 

a 

0. 

b c 

Figure 2. Exit burrs occurring in different tool engagement 

____________ ~ h> DOC 

primary burr 

h<DOC 

secondary burr 

h>DOC ~=4 h<DOC 

wavy burr 

Figure 3. Schematic illustrations/or three different exit burrs 

tool feed 

Figure 4. Definition a/the in-plane exit angle 
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For the edges perpendicular to the feed direction, a set of simple rules is used to 
predict exit burr formation, such as the primary burr occurs at tool exit and entry 
burr occurs at tool entry. Note that the entry burr size is small, and is thus considered 
to be burr-free. In the exit burr formation with gradient, our previous experimental 
study has shown that the in-plane exit angle and its gradient are the main factors 
determining the transition from the primary burr to the secondary burr. The 
definition of the in-plane exit angle is shown in Figure 4. The typical change of burr 
height with the in-plane exit angle and its gradient is shown in Figure 5. 
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Figure 5. Burr height vs. the exit angle and its gradient 
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Table 1. Parameters{or classifYing tool entry and exit 

UI + + 0 - - 0 - + 

U2 + 0 + - 0 - + -
Edge Type exit exit exit entry entry entry entry/exit entry/exit 

3. SYSTEM FRAMEWORK 

The framework of this prediction system is shown in Figure 6. Tool geometry, 
workpiece geometry, process plans, and tool path are generated from other software 
modules [5]. The workpiece geometry can be arbitrary 2D polygons with inner 
contours. Currently only zigzag and single direction tool paths are allowed in the 
burr prediction. With the input information, three main procedures are carried out: 
edge classification, tool engagement computation and inquiry generation to burr 
database systems. The burr database will estimate the burr type with the inquiry and 
the corresponding burr formation knowledge. A graphic module will show different 
burr type along with location along the workpiece edges. 

3.1. Edge Classification 

This procedure is to determine the type of the workpiece edge created, based on 
geometry and possible burr formation criteria. By classifying edge types, we are able 
to link previous experimental findings to corresponding tool engagement conditions, 
and thereby predict the burr formation. Previous research has identified that the in­
plane exit angle significantly affects the type of burr formed and transition between 
burr types. Therefore it is essential to classify the edges in terms of the exit angle. 
This study proposes the edge classification scheme shown in Figure 7. One 
important step in the edge classification is to identify tool entry and exit regions. 
Assume the vertices of the polygonal part are linked in a counter clockwise sense so 
that the interior of the material lies on the left as each edge is traversed. Each edge ej 
is parametrically represented as: 

x(t) = (I-I) Xi + t Xi+! 

y(t) = (I-t) Yi + t Yi+! (I) 

where t is the parameter of the line equation and t E [0, 1]. In addition, assume the 
tool rotates in a clockwise sense and the radius is r. Two parameters UI and U2 are 
computed for classifying an edge into three categories: pure entry edge, pure exit 
edge, and entry-exit edge according to Table I [7]. 

U! = (Yi+!-yJ ~r2 -xl + (Xi+!-XJ Xi 

U2 = (Yi+!-yJ ~ r2 - xl + (Xi+r-XJ Xi+! (2) 
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I Extended angle q. between the 

I feed direction and an edge 

I 
I a< 0 I I a< 0 I I a< 0 I 

I 
Perpendicular tool In-plane exit Parallel tool feed Perpendicular tool In-plane exit 

disengagement angle decreases direction engagement angle increases 

Figure 7. Edge classification scheme 

3.2. Tool Engagement Computation 

Each burr fonnation criterion employs distinct parameters for burr type prediction. 
However, they all require tool engagement information including (\) the in-plane 
exit angle, (2) the initial tool contact point, and (3) undefonned chip geometry. The 
calculation of the in-plane exit angle is described in our previous work [11]. Given 
an arbitrary point (x(t), yet)) in an edge e;, the corresponding in-plane exit angle 'I' at 
this point is expressed as: 

122 
_ 1 (Xi - Xi+l) . V r - x(t) + (Xi+l - Xi) . x(t) 

'I' = cos [ 1 (3) 
r·e 

If one edge contains both an exit and an entry region, it is necessary to find the 
point that separates the two regions. For this to happen, the tool must touch the 
workpiece edge at the initial contact point p (Figure 8). The following geometrical 
equations can be used to compute the x coordinate of p. Once the x coordinate is 
obtained, the y coordinate can be calculated by using the line equation of the edge. 

(4) 

Two parameters are necessary for describing the un deformed chip geometry: the 
undefonned chip thickness Ct•u and un deformed chip width Cwou • The undeformed 
chip width is identical to the depth of cut. The undefonned chip thickness can be 
calculated by: 

2fm- .. 
Cell =-.-cos('I'-90 ) 

o IVc 
(5) 
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where f = absolute feed rate, i = number of inserts, Vc = cutting velocity, r = tool 
radius, and 'I' = the in-plane exit angle 

Figure 8. Initial tool contact point 

3.3. Inquiry generation and burr prediction 

Our previous studies found that the in-plane exit angle '1', the undefonned chip ratio 
Cr•u, and the undefonned chip area Ca•u can be used as parameters to develop 
empirical equations, enabling the milling burr type prediction. Note that 

(6) 

where Cw•u and Ct•u have been defined in the last section. The burr control chart 
proposed for use here contains a two-dimensional space constructed by Cr•u and Ca.u• 

Two transition curves divide the 20 space into three regions that correspond to, 
respectively, the presence of primary burr, the wavy burr, and the secondary burr. A 
typical burr control chart is shown schematically in Figure 9. Based on the 
experimental data, the transition curves are assumed to have the general equation: 

If gradient is positive 
return secondary burr 

If gradient is negative 
calculate transition in-plane exit angles from experimental data 

• separate the workpiece edge into 
'I' E [0, transition angle I] 
'I' E [transition angle I, transition angle 2] 
'I' E [transition angle 2, 180°] 

return secondary burr 
return wavy type burr 

return primary burr 

Algorithm I. Burr prediction rules in the existence of a in-plane exit angle gradient 

(7) 

where Pi is a constant determined by the in-plane exit angle. For j = 1, the above 
equation represents the transition curve from the primary to the wavy-type burr, 
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whereas the transition curve from the wavy-type to the secondary burr is represented 
with j = 2. These transition constants are determined from the experimental data. 
The in-plane exit angle gradient is a crucial factor for burr formation along edges at 
an angle to the feed direction. Our previous experimental study [9] has shown that a 
negative in-plane exit angle gradient exhibits the transitions between the secondary, 
primary, and wavy burrs. A positive gradient, on the other hand, tends to produce 
just secondary burrs. Therefore, the rule used to predict the burr type in the existence 
of an in-plane exit angle gradient is shown as in Algorithm I. 

Cr,u 

---, inquiry point 

Ca,u 

Figure 9. A typical burr control chart 

In tool engagement 
Divide the edge into 

entry region 
exit region 

In tool disengagement 
Divide the edge into 

entry region 
exit region 

return entry burr 
return secondary burr 

return secondary burr 
return primary burr 

Algorithm 2. Burr prediction rules in tool engagement and disengagement 

If the tool feed direction is perpendicular to a workpiece edge, there still exists 
an in-plane exit angle gradient but the value range in which the in-plane exit angle 
varies is so small that it is not proper to consider this case as the case with transition 
constants as we did in the previous section. Therefore the burr formation criterion 
used contains only simple rules shown in Algorithm 2 

4. SIMULATION RESULTS 

Figure 10 shows a test example for the burr type prediction and simulation. The 
circle indicates the cutting tool. The thick white parallel lines represent the tool path, 
and the dotted lines represents fast motion of the tool. Note that the single-direction 
tool path is used in this case. Different burr types are denoted with different colors 
along the workpiece contour, including the primary burr, the secondary burr, the 
wavy burr, and the entry burr. This system is implemented with C++ language, and 
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OpenGL is used for the graphic outputs. The burr prediction functionality can be 
further extended and integrated into other process planning modules for minimizing 
exit burr formation. For instance, Figure 11 shows the simulation result of the same 
example indicating how the total primary burr length varies with the depth of cut. 
The sudden drop in the figure represents the critical depth of cut [1]. With this 
simulation result, process planners can easily select appropriate cutting parameters 
for edge-precision planning. Automatic process planning for enhancing edge quality 
can be thus achieved. 

Figure 10. Burr prediction and simulation result 
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Figure II. Influence of the depth of cut on primal)} burr length 

5. CONCLUSIONS AND FUTURE WORK 

This study has proposed a burr prediction and simulation system that estimates the 
burr type and burr location in planar milling. A framework has been established that 
links experimental data on burr formation to the process planning stage. This 
approach overcomes the difficulties of using experimental findings obtained with 
different data analysis methods and represented in various forms. A clean interface 
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between geometric factors and material-related factors is also introduced. This study 
provides effect tools for edge-quality process planning. Future work is to allow 
quick data collection so that the estimation of burr size can be realized. The Internet 
technologies will be used to enable the automatic updating of the current burr 
formation database. In addition, interfaces with other process planning modules need 
to be developed, including operation, tool path, and deburring planning. 
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OPTIMAL WORKPIECE LOCALIZATION FOR 
MACHINING APPLICATIONS 

Abstract: This paper presents a new approach to the workpiece localization problem in machine tools for 
optimal machining. The proposed localization algorithm is based on a preferential constrained optimization 
problem solved at each iteration of a global process which aims to best align a sparse data set of points, 
representing the workpiece, with respect to a corresponding CAD solid representation of the nominal part. 
TIle simplex method of direct search is selected to minimize a logarithmic objective function formulated for 
the workpiece balancing problem. This function is defined to sol ve the problem of having insufficient stock 
allowance during a machining operation for complex parts. In those cases, the approach preferentially 
orients the lack of material during the balancing process, in order to simplify the rework operation. The 
technique is applied to the balancing of a turbine blade. 

1. INTRODUCTION 

The part setup for machining applications is one of the most important operations in the 
entire manufacturing process. When properly achieved, the casting or forging part 
localization, with respect to the machine tool reference coordinate system, ensures 
productivity and expected quality for the part and the manufacturing process. Such 
localization is particularly critical for large and complex parts for which the blank or 
workpiece part size and shape is specified close to the design model. In these 
applications, stock allowances are generally very small, because their specification 
directly affect the workpiece related manufacturing costs, which depends on the volume 
of material required, as well as the time and resources required to remove the excess 
material through the machining operation. In this context, even small deviations 
produced by the blank part manufacturing process, may result in a shortage of material 
during the machining of the part, if a previous balancing of the material was not 
performed during the setup operation. In these cases, the part is either scrapped or 
reworked following material addition, through an appropriate welding process for 
example. The balancing of a workpiece would compensate for the part's deviations by 
finding a proper stock disttibution with respect to the part bosses or datums involved in 
its reference frame localization into the machine-tool fixture. 

This work presents an innovative computer assisted tool for the automatic part 
localization process, which optimally balances workpieces such that the cOlTesponding 
reference frame is properly set from machine offsets or tool path compensation to 
insure sutlicient stock allowance, when possible. For workpieces where no feasible 
solution is found possible, the algorithm determines how the shortage of material can be 
located in order to minimize the rework costs of the part. The proposed system is 
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integrated to a solid modeler, from which the parts to be machined are specified. The 
balancing process is expressed as a three-dimensional alignment problem of a data 
cloud, representing the workpiece as manufactured and inspected, with respect to its 
corresponding nominal part solid model. 

Some research teams have already found different solutions to the alignment 
problem from measurement data. They are mostly related to the geometric tolerance 
verification rather than to the balancing of blank parts. Some solutions concern the 
fitting of data points to find the optimal parameters of substitute geometries of perfect 
form, while others best adjust the data points to given surfaces through three­
dimensional alignment algorithms. Concerning the first approach of best fitting 
geometries, the techniques evaluate the geometric errors either from elementary 
geometrical substitution (plane, circle, cylinder, etc.) [I], [2], or from more complex 
geometries involving interpolation techniques like Kriging for example [3]. More 
related to the balancing problem, the alignment techniques of points over geometries 
interested different research teams in the same area of coordinate metrology but also in 
robotics for locating parts with respect to manipulators. In this field, Gunnarsson [4] 
developed an algorithm to align dense or sparse data to polyhedral, quadric and 
parametric surfaces. Sahoo and Menq [5] developed an alignment technique applicable 
without any limitation on the type of surface on which it applies. Bourdet and Clement 
[6], innovated with their complex surfaces control through the small displacement 
screw technique. Other research teams developed techniques specifically related to the 
alignment of NURBS (non-uniform rational b-spline) surfaces over data clouds [7], [8]. 
This latter work innovates in aligning measurement points within analytically defined 
tolerance zones. linkerson et al. [9] formulated their alignment problem in order to 
constrain the points to be inscribed inside a tolerance zone that is symmetrically defined 
on either side of a nominal surface of control. Their technique applies to the quality 
control of a blade for the naval industry. 

Concerning the alignment techniques directly applied to the balancing of blank 
parts, Beshko and Bazhenov [10] developed one for the turning application of large 
cylindrical parts, like turbine shafts or hydraulic press columns, from forging 
workpieces. Their technique finds the best workpiece axis for avoiding shortage of 
material during machining. Li [II] and Chu [12] developed a constrained alignment 
technique for the localization problem of blank and in-process workpieces based on 
linear programming optimization. Their technique stops when no feasible solution is 
found. 

Our proposed approach innovates in being able to preferentially orient any missing 
material when no feasible balancing solution exists. The technique is based on a three­
dimensional alignment mechanism of a workpiece, defined through a data set of points 
captured from the workpiece, over the corresponding CAD nominal model. 
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2. THE CONSTRAINED LOCALIZATION ALGORITHM 

The localization algorithm will properly answer the following question: "Given the 
solid model of a part, is there enough material in a corresponding workpiece for it to be 
completely machined within its specifications?" When found possible, this means the 
machining occurs with sufficient stock allowance during the complete process. Then, 
the algorithm will compute the best part localization, or part reference frame 
compensation, in order to minimize the maximum stock found on any part surface. On 
the other hand, if one or more areas of the workpiece is missing material, then the 
algorithm will balance the part in order to locate it based on a minimum rework effort. 

Thus, in any case, the localization algorithm must compute a rigid transformation 
R', including three translations and three rotations, which best satisfies two objectives. 
First, the maximum stock allowance shall be minimized without leading to any missing 
material area, or "machineless" gouging, on the part surfaces. Second, when areas 
missing material are found to necessarily occur, they will be located to user-predefined 
part areas in order to ease the reworking process of the part. 

This problem finds its solution through an iterative process bringing closer, at each 
step, a measurement data set to the corresponding nominal solid model. In fact, the 
model corresponds to the final part to be obtained after the completion of the machining 
process, while the data set is related to the coordinate measurement of the workpiece 
being localized. During the iterative optimization process, the points are brought closer 
to the model with respect to a constraint set related to the preferential distribution of 
missing material, when it is found to occur. The solid model definition of the part is 
required to discem outside points from inside points, the inside ones meaning a missing 
material area. This deficit of material is mathematically defined through a negative 
Euclidean distance measured between the transformed measurement point at a current 
iterative and the corresponding nominal model. The minimax criterion applied to the 
distances is used for the solution of the optimization problem at each iteration of the 
localization process. The process converges to a feasible solution, when existing, or to a 
solution which forces the missing material to specific areas based on the user 
specifications. Figure 1 shows the successive improvement of a solution for one 
iteration of the localization process. For each iteration "k", "np" nominal points Dik are 
calculated to be the nearest to their corresponding transformed measurement points ( 
Mik = R·(k·IJoM/k.,». Both Dik and Mik are used in the calculation of the oriented Euclidean 

distance for the optimization problem to sglve at the current iteration, as expressed 
below. The optimal transformation calculated at the previous iteration "k-l", R·lk.,), as 
well as the measurement point M,c"l) are both involved in the calculation of the position 
of Mi at the current iteration "k." At the end of the process, the transformation matrix R' 
results from the concatenation of all the optimal transformations calculated at each 
global iteration R·(k). 
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Figure 1. Global iterative improvement process ofa solution 

The constrained optimization problem to be solved at each iteration tries to push 
inside points to the outside of the solid model based on user priorities. As mentioned 
above, the oriented distance d"j is required to discern inside (negative distance) from 
outside points during the alignment process. This distance is calculated based on the 
type of surface on which it applies. It is different whether the surface is planar, 
cylindrical, spherical or of free form type. The expression of this oriented distance is 
explained at the next section for a cylindrical surface. In order to insure a minimum 
stock allowance, this distance value is constrained to be higher than a predefined limit 
c' In fact, these constraints applied with a different weight for each surface defines the 
constraint set of the optimization problems to be solved in our localization iterative 
process. This non-linear constrained optimization problem is solved using the simplex 
method of direct search. This one transforms the constrained problem into an 
unconstrained formulation by considering an artificial function F;>rt that severely 
penalizes the objective when one or more constraints are found unsatisfied. This 
function has no effect when all the constraints are satisfied. In this case, only the 
minimax real term "F m.," of the objective function is evaluated. The problem 
formulation is expressed as the following: 

minimize U = Freed + Fart 

with, Frcal = MAX! di]' i = J, ... , IIp 

di = Iidill = (d;i + d~i + d: yi2 and di = R· M?) - D?) 

cqxO (ccpsips If/ - sqx If/) (cipsfk If/ + SipS If/) T, 

sqxO (sipsOslf/ +cqxlf/) (sipsfklf/ - cipslf/) T, 
R= 

-sO 

o 
cOs If/ 

o 
cfk If/ 

o 

(I) 

(2) 

(3) 

(4) 
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where R is the "Roll, Pitch and Yaw" matrix definition with "s" and "c" being 
respectively the sine and cosine functions, and, 

nv 

F art = Lf 1E(23Wj +3)-[21 + LOG( d~j)J}, Far! = 0 if dO} ~ - E (5) 
j=] 

The F", value, when non-zero, depends on the oriented distance amplitude and on 
the violated points weight, found inside the solid model. This weight is introduced 
based on the importance of having a shortage of material on a specific area of the part. 
The logarithmic artificial function has been specially defined to force the process to 
satisfy the constraints under a decreasing order of priority, beginning with weight 
values of 9 and ending with the weight values of O. This mean a point with weight value 
equal to 9, will be pushed outside the model before any other point with lower weight. 

3. ORIENTED EUCLIDEAN DISTANCE doj AND THE s CORRECTOR 

The oriented distance expression depends on the geometry. Our approach considers 
exact formulations for planar, cylindrical and spherical surfaces while it considers a 
spherical approximation for any other type of surface. The following shows the 
expression of the distance for a cylindrical surface, referring to Figure 2: 

d," = SIGN! 1 rn! 1 - IRoO 
0 Mj - S, - (I ) ·1 ~ 1 for a concave surface with rey! < 0 (6) 

d,» =SIGN! IR!iO 0 NZ - Se - (I - 1 r,,! 1 J·I ~ 1 for a convex surface with r,,! > 0 (7) 

with, C, = DJ - r,,! . nJ and S = ! ( R(") 0 MJ - C,. ) . t } . t + C, 

• 

section A-A 

ROM." ROM. _ r 
. J' J '0 

D .~-Sc section A-A 
J r I cy 

ROM· S 
J I c 

---H~.t---
~ _ ~T _ _ _ 

n· Cc 
J 

Figure 2. Oriented distance for a cylindrical surface 

As shown in Figure 2, a corrector S is introduced in the oriented distance calculation 
to take into account two compensations. The first compensation relates to a minimum 
stock allowance possible to assign for specific part areas, when the default value £ is 
found inappropriate. The second compensation corrects for the workpiece lack of 
definition, using discrete measurement points. It is represented in Figure 3 for a 
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cylinder using the Aj notation. As shown in this case, the alignment of the blank with 
respect to the nominal part could lead to a feasible solution with sufficient stock while 
in fact, a shortage of material exists. When the corrector is considered, this error type is 
reduced or eliminated, depending on the geometry. This correction becomes more and 
more important as the workpiece geometry significantly differs from its corresponding 
nominal representation. The expression of the corrector for cylindrical surfaces is 
expressed below. 

Figure 3. CorrectorjiJr a cylindrical blank part definition 

4. EXAMPLE 

To show the algorithm behavior and the effect of the weighting factors, let consider 
the balancing of a hydroelectric turbine blade having a bounding box size of about 
4x3xl meter (Figure 4). In this case, 26 points were simulated on face 4, 21 on face 5, 5 
on the trailing edge and 3 points on the remaining faces 0 and 1. The points are 
simulated to have a shortage of material equal to 12.7 millimeters all around the part. In 
a first scenario, all points have the same weight value of zero, as a starting point of the 
process. As shown in Table 1, faces 1, 2 and 4 result with respectively 3, 5 and 23 
inside points to the model, while faces 0 and 5 are saved from any shortage. The 
optimal parameters as well as the resulting minimum and maximum oriented distances 
are given in the table. In order to save face 4 instead of face 5, and face I prior to the 
other faces, the following weighting scenario would be required: Wo = W2 < w, < Ws < W4· 

The second column of Table 1 shows the results related to this weighting. None of the 
faces 0, 1 or 2 is satisfied, since those directly affect the deviations for faces 4 and 5. As 
required through the weighting, face 4 is a priority compared to face 5 and the stock 
allowance for face 4 is minimized in order to keep the shortage on opposed face 5 the 
smallest as possible. 
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Figure 4. Turbine blade surfaces 

Table 1. Two weighting scenarios 

I 
Weight 

I 
Wj=O 

I 
Wo= Wz = 0, w,= 5, 

I w.= 8, Ws= 7 

\If, 8, <p (deg.) -0.03, -0.06, -0.44, -0.03, -0.05, -0.44 

T, , T, , T, (mm.) 11.33, 18.09, -6.27 -23.73,29.79, 2.04 

U,"" (mm) 164.78 148.79 

(d,JMAx (mm) 23.28 17.51 

(d",)M,N (mm) -36.39 -37.98 

face lunsatisfied 4 I 23, 2 I 5, 1/ 3 5 I 20, 2 I 5, 0 I 3, 1 13 

5. CONCLUSION 

In this work, an innovative approach to the localization problem of casting or forging 
workpieces has been presented. The technique is unique due to its ability to orient any 
unavoidable shortage of material to specific areas following the user specifications. The 
algorithm consists of a global iterative process improving the solution at each step 
through the resolution of a constrained optimization problem using the simplex method 
of direct search. A specially developed logarithmic artificial penalty function has 
proven to be very efficient and compatible to the balancing problem. The approach has 
been applied to the balancing of a hydroelectric turbine blade to emphasize the behavior 
of the logarithmic function as well as the weighting factors effect. The technique 
developed works well for applications having a limited number of measurement points. 



www.manaraa.com

254 

It has to be tested and further optimized for applications referring to a dense data 
representation of the workpieces. 
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Abstract. The research reported in this paper aims at improving the dynamic performance of motion 
systems by analysing and mapping the non-uniformity of feed motion within the travel area. This paper 
(a) develops the real-time measuring of the feed motions through built-in position encoders. (b) considers 
the feed motion as a space-time random process. and (c) applies analysis in order to evaluate and map the 
dynamic performance. The dynamic performance as a "dynamic imprint" of the entire motion system is 
represented by the dynamic/statistic characteristics of feed motion. The transfer function of the motion 
system as a dynamic operator. which transforms prescribed motion into actual motion. is applied to model 
the dynamic performance. The results of the experimental investigations. analysis. and mapping of the 
dynamic performance indicate a wide range of industrial uses of the developed approach for certification. 
diagnostics. and tool path optimisation purposes to achieve highest accuracy for a particular motion 
system. 

1. INTRODUCTION 

The high-precision motion system is a complex electro-mechanical assembly 
consisting of a base, the electro-mechanical drives, and translation tables to provide 
the feed motions. The ideal motion system must provide good correlation of the 
actual motion attributes (tool path, feedrate, acceleration, etc.) to the predetermined 
ones. However, industrial and laboratory practice indicates that there are 
considerable tracking and contouring errors and variations within feed motions [I­
S]. Up until now, the dynamic performance of motion systems has been associated 
with positional accuracy and trajectory tracking capabilities. The positional 
accuracy calibration is based on static measurements where the worktable is moved 
to a desired position several times and the distribution of the errors is analysed. This 
approach mainly deals with the repeatability of reaching a desired position and does 
not take into account the actual behaviour of motions. The accuracy of trajectory 
tracking is a measure of a motion system's ability to follow the prescribed trajectory 
[6]. Specifying trajectory-tracking accuracy is not always enough for some 
machining processes. For example, the laser machining process needs to 
synchronize the motion and laser pulses to provide constant material removal [7]. 
This discussion emphasizes various aspects of the motion system operation to 
characterize its performance. Therefore, for this paper, the dynamic performance of 
a motion system is understood as the ability to provide a prescribed motion, and the 
manner in which a motion system provides the motion. Thus, the dynamic 
characteristics of a motion are indicators of the system's dynamic performance. 

255 
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This paper develops a dynamic calibration approach [3-5] for analysing and 
mapping the dynamic performance of motion systems by means of the spatial 
distribution of feedrate variations within the travel area. Knowing the mapping 
allows us to recognize "sweet" spots with lowest non-uniformity of motion in order 
to optimise the workpiece location on the table to achieve the highest level of 
accuracy for a particular motion system. In addition, the mapping of motion is 
understood as a "dynamic imprint" of motion system dynamic performance and can 
be used for certification, diagnostics, and control purposes. 

2. DEFINITION OF DYNAMIC PERFORMANCE 

According to Webster's Dictionary, [8] performance is an ability to perform and the 
manner of reacting to stimuli. Applying this fundamental definition towards a 
motion system, the dynamic performance is the ability to provide a prescribed 
motion with specified attributes (tool path, feedrate, acceleration, etc.) and the 
dynamic manner in which the system provides the motion. To be unambiguous, the 
engineering meaning of the words "ability" and "manner" needs to be specified. 
Thus, the dynamic parameters and characteristics of a motion are suggested as 
indicators of system dynamic performance as shown in Figure 1. In other words, 
how an actual motion is similar to a prescribed one is analogous to the 
characterization of the system dynamic performance. In this case, the prescribed 
and actual motion is considered as a time-space random process; e.g., "feedrate with 
respect to (wrt) position" v(x) or "feedrate wrt time" v{t). Fundamentally, the 

representation of dynamic performance is based on the combined observation and 
analysis of position, feedrate (velocity) and acceleration as random processes. In 
addition, the dynamic performance can be modelled and estimated by the transfer 
function of the motion system. This definition is also useful if we mathematically 
model the motion system as a dynamic operator, which transforms prescribed 
motion into actual motion. The magnitude of the transfer function is commonly 

referred to as the gain factor wrt feedrate IWvov Um ~ and is shown as follows: 

(1) 

motion 
desired - dOlerninislJc : actu21 • random 

foed role (ideal): (oed rale vV) 
t-- voV) ! ~V~ 
~ I ~me 

thlle P3ratnerers and characteristics: 
• mean value, variance 
· coefficient of non-uniformity 
· autocorrelation function 

feed nile . autm:pecuum. rtc 

~~~tion 
Figure 1. Motion system dynamic performance. 
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where Svovo (m) is the autospectrum of the prescribed (ideal) feedrate vo, Svv (m) is 

the auto spectrum of the actual feedrate v, m is the frequency, and j = ~ . 

3. EXPERIMENTAL SET-UP AND FEEDRATE ANALYSIS PROCEDURE 

A multi-axis positioning system was used for signal measurements and data 
collection. The worktable consists of a granite base fitted with precision translation 
tables (with air bearings) for X and Y movements. The travel area of XY -table is 
203.2x203.2 mm. The linear motors #LM21O-16.80-3-AC:WD2 (Trilogy Systems 
Corp.) provide the feed motions and the corresponding linear encoders LS403 
(HEIDENHAIN Corp., encoder resolution M = 0.5 11m) furnish the positional 
feedback for the control system. The data related to linear motions was collected by 
using PCI-MIO-16XE-1O (National InstrumentsTM) I/O card. All measurements 
were carried out for 203.2 mm feed movement in X and Y directions. Data was 
collected during the experiments as a "feedrate wrt position" process along X­
direction v(x) and along Y -direction v(y) with Llx = Lly = 2.032 mm. The elements 

of matrixes My(x), GJx), Mx(Y), and Gx(Y), which are statistical parameters 

v max - V min and (j v ' were calculated on length £5 x = £5 y = 1.016 mm . 

The investigations were carried out by using built-in positional encoders as a 
source of data for the feedrate analysis. The collected information represents a 
sequence of impulses, where the period of each impulse precisely corresponds to the 
encoder resolution Lll = const . The data acquisition technique consists of 
measurements of period for each impulse ~, i = 1 : N , where N is the number of 

measured periods. Calculations allow obtaining "feedrate wrt position" v(x). This 

process v(x) carries a significant property, such that the position scale x = (I: N)M 
is even in space. This property permits the application of statistical analysis to 
determine the characteristics of the feed motion as a space-time random process. 
For the feedrate analysis the following parameters, which characterize actual 
dynamic performance, were calculated: highest v max and lowest v min values of v(x); 
mean flv; coefficient of non-uniformity K v ; variance 0 v ; difference flv - Vo • 

4. MOTION SYSTEM BEHAVIOUR FOR DIFFERENT FEEDRA TES 

The observed acceleration stage was measured for different feedrates ranging from 
2.52 mmls to 12.7 mmls. Figure 2 illustrates the dynamic behaviour of these 
motions corresponding to the individual feedrates. From this data it can be seen that 
the "manner" of the acceleration stage characterizes the dynamic performance of the 
motion system kinematics and the control system. The acquired data indicates that 
the length of the acceleration stage A increases with the increase in the feedrate, 
along with the amplitUde of the feedrate variations during the motion, resulting in a 
decrease in the overall system performance. The calculated values of feed motion 
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parameters such as A, v max' V min' flv' K v ' CYv ' and flv - Vo for motion feedrates 
from 2.52 to 12.7 mmls are detailed in Table 1. 

reed rate, 15.24 ,----.---,------,--.----,----.-----,----, 
mnYS lenlth o(acccle,.tiOD stage for feed rate 1.2.7 mmls. 

12.70 

10,16 

OL-__ L-__ ~ __ ~ __ -L __ -L __ ~ __ ~ __ ~ 

o 0.127 0.254 0,381 0,508 0.635 0.762 0.889 1,016 
posltlon, mm 

Figure 2. Actual acceleration stage of motions with differentfeedrates. 

Table i: Feed motion parameters 

j eedrate vo. mmJs 2.54 7.62 12.70 
length oj acceleration stage. mm 0.203 0.635 1.016 

VmaX • mmJs 2.896 8.484 14.097 

vmin • mmJs 2.184 6.528 11.227 

vrnax. - vrnin ' mrnls 0.712 1.956 2.870 

!-i •• mmJs 2.54 7.62 12.70 

K •• % 28.301 25.456 22.472 

0 •• (mmJs/ 0.01584 0.11198 0.31336 

From Table 1, the following inferences can be drawn: 
• Motion achieves the desired feedrate that characterizes excellent technical 

perfection for the motion system under consideration. 
• The length of the acceleration stage increases with the increase in the prescribed 

feedrate, along with the amplitude of feedrate variations resulting in a decrease 
in the overall system performance. 

• The coefficient of non-uniformity, K v' remains relatively constant. 

• The variance of the feedrate, CY., increases exponentially as feedrate increases. 

The above analysis provides only an estimation for the non-uniformities of 
motion, which characterize the system dynamic performance. It does not recognize 
the sources and nature of disturbances which caused the non-uniformities. 
Comparing motion signatures at different feedrates can help to identify these 
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disturbances. Figure 3 shows comparative motion signatures for feedrates 2.5 mmls 
and 12.7 mmls along the X axis. Although the dynamics of the motion system 
differs, the signature of motion does not change. Both motion signatures have 
uniform shape and a constant period of 20 f..lm; however, the amplitude of 
fluctuations increases wrt feedrate. Figure 3 also illustrates power spectral densities 
for feedrates 2.5 mmls and 12.7 mmls. It was observed that the source of the 
kinematic disturbances for the period of feedrate fluctuations of 20 f..lm corresponds 
to a dominant spatial frequency of 50 periods/mm. The calculated coherence 
function demonstrates a linear relationship between the two motions with a 
corresponding spatial frequency of 50 periods/mm and its harmonics. In addition, 
the spatial frequency harmonics of 2x50 periods/mm, 3x50 periods/mm, etc. also 
indicate the presence of the kinematic disturbances wrt their location. 

°0 002 0.04 006 Q06 01 012 0,1. 016 018 50 100 150 200 250 xu lSO <00 '50 500 

Figure 3. Spatial signatures (left) and power spectral densities (right) of different motions. 

5. MAPPING PROCEDURE 

Nowadays, the mapping procedure has been used as a method to reduce positional 
errors, such as lead-screw errors, backslash, etc. Based on prior measurements of 
the actual position of a table, the desired positions are corrected. Opposite to that 
static approach, the mapping of dynamic performance is based on measuring and 
recording the stable motion excluding the acceleration and deceleration stages. The 
measured data, for example, v Y=flX (x), represents the dynamic signature of motion 

along the X direction for a given Y coordinate. The set of data for different 
y = fixed shows the XY distribution of v(x) for the total travel area for a 

prescribed feedrate Vo and direction of movement. The data v y= fIX (x) and V,= flxCy ) 
are reorganized into matrixes Vy(x) and VxCy), where each row v/<6y(l:NJ, 

vf,u (1: Ny) represents the measured feedrate wrt position; tu is the distance along 

the X direction between two consecutive measurements in the Y direction; /::"y is the 

distance along the Y direction between two consecutive measurements in the X 
direction; k =O, ... ,K; e =O, ... ,L; K +1 is the number of measurements along the 
X direction, and L + 1 is the number of measurements along the Y direction. The 
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parameters Vmax -vmin and O"v were calculated within the specified range of 8x and 

() y correspondingly along A x and A}' for each v kAy (1 : N J, V lAx (1 : Ny). 

Afterwards, parameters were reorganized into corresponding matrixes of amplitude 
of feedrate variation My (x) and variance G y (x) completely covering the XY travel 

area. The final result of mapping is the contour plot of G y (x) representing the 

dynamic performance. 

6. MAPPING OF DYNAMIC PERFORMANCE 

The mapping is targeted on analysing the dynamic performance over an XY travel 
area that is represented by the contour plots of matrixes M{x) and G(x). Results of 

the XY-table mapping are presented for two different feedrates (2.5 mmls and 12.5 
mmls) as an example of dynamic performance distribution. Figure 4 illustrates XY 
distribution of My(x) and Gy(x) for forward (+X) and backward (-X) motions. 

The analysis shows that the dynamic performance of a motion system represented by 
the dynamic behaviour of XY motions has a quite complex spatial distribution. The 
contours and values in the XY distribution remain the same if experiments are 
repeated under the same conditions. The variations in the XY distribution are 
caused by the system response on resistance to feed motion. The feedrate signatures 
represent the system response. The dynamic and kinematic disturbances form the 
actual resistance. The system response to resistance depends on the direction and 
feedrate of the motion. It follows that XY distributions have similarly shaped 
contours and different values; for example, compare matrixes M(x) or G(x) for the 

same direction of motion but with different feedrates. Direction of motion (+X or­
X) significantly changes the contours and the values of the XY distributions. 
Experiments show that the difference in feedrate variation is higher for +X motion 
than for -X motion. These features characterize the dynamic performance of a 
motion system and provide the potential for individual tool path optimisation to 
achieve the highest accuracy for a particular motion system. 

7. SUMMARY AND CONCLUSIONS 

To improve the dynamic performance of high-precision motion systems, a new 
approach to analysis and mapping has been developed using a time-based technique 
to measure the actual motions as a "feedrate wrt position" process. The definition of 
dynamic performance was introduced as the technical ability to provide a prescribed 
motion with specified attributes (tool path, feedrate, acceleration, etc.) and the 
dynamic manner in which the system provides the motion. The parameters of 
motions, such as the difference between process mean value and the desired 
feedrate, coefficient of non-uniformity, variance, power spectrum density, and the 
coherence function were analysed to characterize the actual dynamic performance of 
the motion system. 

The time-based technique was applied to measure the motion as a space-time 
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random process. Motions with different feedrates were investigated in order to 
evaluate the dynamic performance. Experimental results indicate that: 

The length of the acceleration stage increases with the increase in the feedrate, 
along with the amplitude of prescribed feedrate variations, resulting in a 
decrease in the overall system performance. 

• The coefficient of non-uniformity remains relatively constant for all feedrates. 
The variance of motion increases exponentially with the feedrate. 

• The statistical analysis of feed motions allows separation of kinematic and 
dynamic disturbances and locates the respective sources. 

The mapping of feedrate non-uniformity was utilized to characterize the XY 
distribution of dynamic performance. The obtained contoured plots of feedrate 
parameters show that: 
• The direction of motion significantly changes the dynamics of motion. 

The resistance to motion is formed by dynamic and kinematic disturbances; is 
estimated by the XY distribution of feedrate variations and variance; and 
represents the dynamic performance of the motion system. 

• The XY distribution of the motion parameters symbolizes a "dynamic imprint" 
of a motion system and highlights the "sweet" spots that correspond to the 
highest accuracy due to the lowest non-uniformity of feedrate. 

In addition, the results of the experimental investigations, analysis, and mapping 
of dynamic performance indicate wide range of industrial uses of the developed 
approach for certification, diagnostics, and tool path optimisation purposes to 
achieve highest accuracy for a particular motion system. 
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INTEGRATION OF LASER MATERIAL PROCESSING INTO THE 

COMPUTER-AIDED PRODUCT AND PROCESS DEVELOPMENT 

Abstract. Many high-tech products consist of laser-manufactured products. Therefore one of the most 
important demands is the integration of data necessary for laser material processing into computer-aided 
(CA) product and process development. This paper focuses on technical data exchange to improve 
communication, especially in areas where simultaneous engineering is applied. The aim is the integration 
of CA systems providing information about processes as well as laser-manufactured products. Attention 
is mainly paid to laser welding, although laser beam processing can be applied to many machining 
methods in the manufacture of products. By using the product data technology of STEP and special laser 
welding features, an advanced, neutral data exchange is possible. In this paper the development of laser­
manufactured products is first analyzed. Afterwards, the data integration with STEP is described. 

1. INTRODUCTION 

The development of laser-manufactured products puts high demands on 
programming robots and gantries. Therefore off-line programming (OLP) systems 
were developed for the generation of NC/RC programs [1][2]. However, OLP 
systems can only be efficiently used in combination with CAD systems. That means 
OLP and CAD systems must be integrated. 

The integration of time and space separated development processes is usually 
realized by neutral data formats [3]. In the field of laser material processing the 
exchange of neutral data is usually restricted to geometry because of the sequential 
proceeding of OLP systems. The CAD model of the workpiece is a free form 
surface, which is described using the VDAlFS, IGES or STEP (Standard for the 
Exchange of Product Model Data) [1][2]. Although this data exchange seems to be 
sufficient for the information flow from CAD systems to OLP systems, it is no 
solution in the sphere of small lot or job shop manufacturing or simultaneous 
engineering, in which more knowledge has to be transported by data formats. 

Due to the problem of vertical and horizontal data integration, this paper focuses 
its attention on laser welding. The communication interfaces are designed for STEP 
to realize international data exchange possibilities. This standard has never been 
used for the exchange of product model data in the field of laser material processing 
before. So this paper shows abilities and limits of STEP. 
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2. LASER WELDING 

For welding applications the well-defined monochromatic and coherent laser 
beam (LB), which is emitted by specific laser sources like CO2 lasers or Nd:YAG 
lasers, is sharply focused to deliver high process energy to very small interaction 
areas. This high energy density beam leads at a focused power density in the order 
of 106 W Imm2 to a keyhole in the workpiece. Laser welding differs from gas or arc 
welding due to this deep penetration effect. The keyhole movement along given 
contours forms weld seams with characteristic aspect ratios, weld depth in relation 
to width, between 2: 1 and 6: 1. The advantages of laser welding are welding speeds 
of several meters per minute, a total heat input which is lower than that achieved by 
arc welding, aesthetic appearance, simplified design, reduced component size and 
reduced post-weld machining. Furthermore, the heat-affected zone is very narrow 
and the workpiece has only little weld distortion. Examples for laser welding can be 
found in many products - electronic, medical, automotive and machine tool. [4] 

3. DEVELOPMENT OF LASER-MANUFACTURED PRODUCTS 

The development of laser welded products is a complex procedure which 
involves modifications in product and process planning during the development 
phases. The design department provides the geometry of the workpiece and 
machining contours for downstream departments like work scheduling or process 
planning. This vertically and sequentially oriented development can cause increasing 
time and cost for manufacturing, e.g. in the case of critical contour segments. These 
segments are characterized by the loss of constant tool centre point (TCP) velocity 
along the contour. 

To avoid the deterioration in the areas in which the laser-velocity ratio is 
changed the designer can modify the curvature of his construction or he can use 
path-planning strategies, e.g. extending the area of the head orientation. That means 
the designer needs more information or restrictions in fields of knowledge which is 
not in his daily work. 

Usually a job shop manufacturer should produce parts without changing the 
whole design. Therefore, it is important for the design department to know the 
limitations in advance. Another aspect is that the process planers want to know very 
early whether they have to change or order machines or tools. Consequently, the 
transfer of knowledge from downstream departments into upstream ones is 
important. However, this feedback and integration of knowledge into the product 
and process development of laser-manufactured products is not realized yet. 

4. REQUIREMENTS FOR COMPUTER-AIDED PRODUCT AND PROCESS DEVELOPMENT 

The reusage of computer applications data can minimize the time and money 
spent on data exchange, consistency and redundancy problems. Besides the 
transformation of sequential into parallel running product developments, one of the 
main demands is the transfer of knowledge into the early phases [3]. Therefore, this 
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paper also defines laser welding features and associated constraints to enable 
designing of laser-welded products within the limits of a given manufacturing 
configuration, and to avoid multiple, expensive loops of design changes. 

The product model for laser material processing consists of submodels. These 
models concerning geometry, product and resources can be used alone or in 
complex combinations to describe processes by using specialized technology data. 
The various product states are referenced by process inputs and outputs. 
Consequently, laser material processes can be integrated into process structures 
describing the complete sequence of various processes for the manufacture. 

The transformation of a state is described by entities, which are called operations 
and operation_properties. The operations contain the technology data that precisely 
define the machine or tool operations which can be subdivided into positioning, 
clamping and manufacturing. The degree of detail of the first two operations 
depends on the stage of automation. The production operations, however, always 
have to be specified in detail. As machines allocated for the same manufacturing 
task may vary, due to modification in technique or change of supplier, the 
information is represented not only machine-dependently, but also machine­
independently (fig. 1). Thus OLP systems are able to generate specific control data 
on the basis of already predetermined, machine-independent data. 
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Figure 1. Description of laser processes 

There are two types of machine-independent representations: geometrical and 
technological ones. The geometrical description is e.g. the mathematical 
representation of a workpiece, machining contour and working area. Different 
models like non-topological surface and wireframe, manifold surfaces with 
topological or advanced boundary representation solids are used as a starting point 
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for OLP activities. The models and the associated mathematical descriptions like B­
splines are interpreted by the program or by the user. Hence machines, tools, 
clamping devices, workpieces and machining contours can be represented 
geometrically and linked to suitable technological data structures. The conversion of 
geometrical machining contours into elementary operations is saved into a 
technology-oriented data structure (fig. 1). An elementary operation is defined by 
discrete states, intermediate states are interpolated. At the fulcrums of the tool paths 
frames are placed in which technology points are defined. These points include 
information about TCP, orientation of effect and technological parameters for laser 
material processing like feed rate and laser power. All operations can be associated 
with process plans, where the machine-dependent descriptions are allocated. These 
descriptions contain instructions for machines involved, mainly given as NC/RC 
programs. 

A characteristic technology property of laser material processes is the way the 
laser and the workpiece are moved in relation to each other. The cinematic system of 
the laser machine consists of mechanical and optical axes. The mechanical 
mechanism controls the processing head orland the workpiece. The optical axes are 
used for laser beam guiding and forming so that, e.g. the focus plane and radius can 
be controlled. 

Other parameters for laser welding to be controlled include the position of beam 
centerline relative to weld seam, the position of beam focal plane relative to surface, 
beam intensity, scan speed and ambient atmosphere at the weld site, along the 
trailing edge and on the underside of weld. 

The linking of machine or resource models to elementary operations enables 
OLP systems to generate adequate NCIRC programs. 

To avoid losing technological information, the elementary operations are 
integrated into a hierarchy including two other domains, segmentation and 
technological classification. The segmentation level is responsible for the 
reproduction of four phases, namely start-, main-, end- and transition-phase, which 
take short delays during NC-program processing into account; as a consequence, 
mandatory auxiliary tool paths like approach or departure paths are required. The 
technological classification domain is needed for the definition of manufacturing 
processes like laser welding, where the technological attribution defines joining and 
welding operations. 

The necessity of this hierarchy can be shown by manufacturing tasks like shaft­
hub joint configurations with axial welding. To obtain less distortion the process is 
subdivided into five segmentation phases including two main phases. In the first 
main phase a welding operation with minimum penetration depth is carried out to 
achieve a fixed part with little distortion. Afterwards, the second main phase 
continues welding of the whole machining path with deep penetration. Without the 
reproduction of the technological sequences and classifications of the individual 
operations a lot of process information or knowledge is lost. 

Another possibility for the integration of laser material processing is the use of 
features to provide the developers with a set of meaningful engineering aides. In 
general, the features consist of restricted product areas which can be represented by 
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geometry and semantic information. The features can be classified into horizontal 
and vertical ones. Moreover, constraints are allocated to features to maintain the 
semantic validity of feature-based models and to introduce or support modification 
operations on the product model [7]. 

In the case of laser welding, a vertical feature and its constraints are needed. 
Therefore, different joint configurations like butt, lap or T butt welds are analyzed. 
In fig. 2, an example of a lap seam (a) illustrates the characteristics of the joint and 
in (b) a general feature for joining is presented. The lap joint shows three joining 
faces and two parts, both being expressed geometrically. The lap seam is represented 
by the joining line. Several global or local constraints depending on the respective 
machine can be attached to manufacturing features, e.g. penetration depth, type of 
joint or range of curvature. 

(a) Lap seam (b) Feature for laser welding 

LB 

Figure 2. Joint example (a) and a general feature for laser welding (b) 

5. DATA INTEGRATION WITH STEP 

After specifying the requirements for an integrated process development of laser­
manufactured products these data are to be reproduced with the product data 
technology of STEP defined and described in the International Standard 1030. The 
aim of this standard is to define models and a methodology for supporting the data 
exchange during the whole product life cycle, independent from any particular 
system. STEP is suitable not only for neutral data exchange, but also for 
implementing and sharing product databases. A fundamental concept of STEP is 
defining application protocols (AP) as mechanisms for specifying information 
requirements and for ensuring reliable communication. An AP is a part of ISO 
10303 that defines the context, scope and information requirements for applications 
and constructions of integrated resources. It furthermore specifies the requirements 
for conformance testing of AP implementations. Therefore, STEP can exchange data 
in compliance with standardized product models. The data specification language 
EXPRESS is used to specify the information which is to be represented. The 
documentation of an application protocol comprises an Application Activity Model 
(AAM), an Application Reference Model (ARM), an Application Interpreted Model 
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(AIM) and a set of conformance and testing requirements. There are several APs 
used to meet different industrial requirements within the framework of STEP like 
the AP 212, Electrotechnical Plants or the AP 214, Core Data for Automotive 
Mechanical Design Processes [5]. 

In order to apply STEP it must be analyzed which of the APs are more suitable 
for the reproduction of information requirements. The starting point of the 
examination is always the AAM or/and ARM. As the EXPRESS-defined ARM 
represents the context of the application, the successful mapping of the information 
requirements into the ARM leads to a suitable AP. Another mapping, specified by 
mapping tables of the AP leads to the AIM, used for the implementation of STEP 
interfaces. The definition of the AIM is provided by a set of integrated resources 
concerning generic information models like Part 42 of ISO 10303, Geometric and 
Topological Representation or application specific models like Part 105, 
Kinematics. The integrated resources are interpreted by the modification and 
addition of constraints, relationships and attributes. 

6. REPRODUCTION OF INFORMATION REQUIREMENTS WITH STEP 

There are three possibilities of integration with STEP product data technology. 
First, the development of a new application protocol helps to solve the problems of 
laser material processing. However, this proceeding is mainly applied for internal 
data exchange, e.g. in order to integrate two different information areas [8]. 
Secondly, an already standardized application protocol can be extended with to 
laser-specific data structures. But both methods face the loss of standardized and 
international data exchange as a consequence. Furthermore, there is no statement 
concerning the integratability of laser material processing in standardized and 
important application protocols like the AP203 (Configuration Controlled Design) 
or the AP214 (Core Data for Automotive Design Processes). In this paper the 
integration of the information requirements into standardized application protocols 
is presented. 

To realize the potential of an international data exchange standard, existing 
application protocols must be analyzed to find out which one can reproduce the 
information needed for laser manufacturing tasks. For this reason, the AP 214 [5] 
was analyzed, due to its industrial importance and due to several intersections with 
many application protocols like the AP 207 (Sheet Metal Die Planning and Design) 
or the AP 213 (Numerical Control Process Plans for Machined Parts). The AP214 
supports various stages of development during the design of technical products and 
mainly refers to the automotive industry's requirements. The quantity of data 
exchange is growing in this industry because the development of subsystems is 
given to suppliers, so that consequently not only the geometry has to be 
cxchangeable but also the technology data. The AP214 neutrally describes the 
product as well as processes and manufacturing resources/systems, in order to 
improve or enable communication among different data processing systems for 
designing, configurating and simulating the manufacturing systems. In the AP 
validation protocol of AP2l4 [6] some examples of industrial relevance are given, 
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e.g. Machining Features for Press Die Machining or Process Plan for Equipment 
Design. 

In general, application protocols including resource constructs of part 10303-49 
(Process Structure and Properties) are suitable for technological data exchange for 
laser material processing requirements only on condition that the specific 
interpretation of the application protocols is checked. To realize the process in 
general part 49 defines the relationships within the process and between the 
processes, the efficiency of a process, the properties of a process, the resources, the 
properties of the resource, the representation of the process, the representation of the 
resource, and the relationship of the process to the product. It should be pointed out 
that all these elements of the process can be represented in a discrete manner. Since 
the abovementioned defined structure for laser material processing conforms to this 
constraint, the major subdivisions like method definition, process property and 
process property representation of part 49 can be applied. With this application 
reference model various process_operation entities can be instanced and assigned to 
products and process plans. The entity general_process_property enables the 
assignment of laser material process parameters, e.g. the laser power. The product 
forming process is represented by combining the entity process_state with item 
_version and design_discipline_item _definition. By using the attribute relation_type 
of process_operation_relationship the process operation can be structured e.g. as 
decomposition or series. The resources of the process can be related to the process 
through process_ operation_resource _assignment. 

As far as the Integrated Resources are concerned, the mapping of features with 
STEP seems to be difficult, because the part 10303-48 Form Features was 
cancelled. Within this form feature model the laser welding feature can be 
represented by using the general_feature. For the reproduction of the necessary 
constraints the AP214 offers no mapping. 

Although the information requirements of laser material processes can be 
reproduced within the context of the AP214 in which the structured instanced 
entities for laser welding are not standardized. Therefore, interpretation problems 
can occur. That could be the reason why CAD system developers present only a 
solution for a submodel of the AP214. Up to now an AP214 interface of a CA 
systems offers in most implementations the same options as AP203 interfaces. 

To overcome the difficulties, the gap between standardized vocabulary and 
symbols for laser material processing, e.g. EN ISO 11145 or EN ISO 11146 on the 
onc side and standardized generic data structures on the other side must be closed by 
introducing an intermediated information level. In the following, the STEP interface 
is divided into levels for geometry, laser material processing and AP 214 data 
structures, and includes special database converters (fig. 3). The STEP data are 
located in databases assigned only to one application program. With the aid of 
database converters, the information can always be converted into the right context, 
e.g. geometry or laser material processes. The main advantage of this bi-level 
architecture is that the data exchange between CA systems is standardized and that 
system developers only need the implementation of the database converter between 
their CA system and the second level. The mapping of the laser specific data 
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structure to the standardized application protocol IS universal and must only be 
programmed once. 

CAsystem 

2 

Figure 3. STEP interface architecture 
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INVESTIGATION OF SHEET METAL BLANKING 
PROCESS 

Abstract. In this paper, we present a comprehensive experimental and numerical study of sheet metal 
blanking process. Various blanking tests with different materials and geometry are investigated and the 
numerical results are compared with experiments. For the numerical aspects of this study, the main 
discussed topics are sheet metal constitutive model, numerical integration algorithm and mesh adaptivity. 

1. INTRODUCTION 

The sheet metal blanking process consists in separating a blank from a sheet by a 
punch. It combines material plastic flow and ductile fracture. The main 
characteristics associated with the blanking operation are the global behavior related 
to the punch force versus the punch displacement curve and the cut edge shape (burr 
size). The force-displacement curve (figure 1) first presents an increasing evolution 
until a maximum corresponding to a plastic instability is reached. Then, ductile 
fracture is developed until the separation of the blank from the sheet. It should be 
noticed that the maximum punch force is an important parameter for tool 
dimensioning and calibration. 

Given a blanking configuration defined by part material, sheet thickness and part 
shape, there are some relevant parameters for blanking operation like punch shape, 
clearance, friction .... The choice of these parameters is generally based on empirical 
knowledge even if several research works were devoted to the process modeling and 
it's numerical simulation. In this area, some analytical models based on the tension 
zone theory [I] were developed to estimate the maximum punch force. But such 
models are not suitable to study the influence of all the parameters. Moreover, their 
use is limited to plane strain problems. Contrary to this approach, the finite element 
simulation is more efficient since it is more adapted to the complex constitutive 
models and the general boundary conditions. The finite element approach is 
primarily characterized by the way of taking into account the ductile fracture, the 
load stepping algorithm and the mesh adaptation technique. Concerning the ductile 
fracture, the commonly used models are based on a critical value of a damage 
variable and its evolution law [4]. Among the available models, the most popular are 
the Rice-Tracy model based on the growth of void and its critical size [4], [5], the 
Gurson - Tvergaard - Needleman model based on the void volume fraction evolution 
[5], [6], [7] and the models that use the Katchanov's formalism like the Lemaitre 
model [8]. Schematically, two approaches can be used to take into account the 
damage: 
• When using the discrete approach, the fracture is modeled by the onset and the 

growth of a discrete crack. The fracture occurs when one or more criteria arc 
reached. The simulation is often based on a standard elasto-plastic model while 
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the damage variable is calculated by the integration of its evolution law along 
the process in an uncoupled way. This approach is combined with a mesh 
adaptation technique to accommodate for the crack propagation [9], [10]. 

• In the continuum damage approach, the damage evolution is directly taken into 
account in the equilibrium iterations. When the failure criteria is reached in an 
element, the element is deactivated or numerically eroded [11]. 

penetration 

Figurel. Schematic representation of punch force - punch displacement diagram 

In numerical simulation of sheet metal forming processes, the problems one can 
encounter are related to high kinematics non linearities, material non linearities and 
frictional contact. For sheet metal blanking process the damage leads to additional 
difficulties. To overcome these difficulties, several numerical techniques can be 
used (static implicit [10], [I I], dynamic explicit or static explicit [13], [14], [15], 
[16] methods). Several commercial codes based on the previously cited techniques 
are available to simulate such processes. Each technique has its disadvantages: the 
implicit scheme is often limited by convergence problems and computational cost 
whereas the explicit method suffers from the stability condition and the oscillations 
of the solution. In addition, sheet metal blanking process involves large inelastic 
deformations and changing boundary conditions. The latter suggests the use of 
adaptive mesh techniques to guarantee the solution reliability. These methods can be 
classified essentially in two groups. In the first group, one encounter the Arbitrary 
Lagrangian Eulerian (ALE) formulations. For this class of methods, the evolutions 
of the mesh and material particles are uncoupled, and the mesh is moved to prevent 
excessive element distortion [9], [12] and [17]-[20]. The second class of methods is 
based on global remeshing techniques. The deformed configuration is rediscretized 
at certain load steps and the history dependent state variables are properly 
transformed from the distorted mesh to the new mesh. The main drawback of this 
method is the rapid increase of the total number of degrees of freedom that leads to a 
prohibitive computational cost. In addition, the whole domain is rediscretized and 
additional computational effort is required to handle boundary conditions and 
contact state [9], [II], [14], [21] and [22]. 
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Our work is a comprehensive numerical and experimental study in which we 
evaluate the efficiency of some finite element methods that are commonly used in 
sheet metal blanking simulation. We have used two numerical models. The first one 
is based on an ALE finite element method (ABAQUS / Explicit) [23]. The second 
one is based on an implicit approach associated with global remeshing techniques 
(MARC) [24]. 

2. EXPERIMENTAL ASPECTS 

Various blanking tests were performed with different geometries. In this work, one 
material is investigated (FeP04 steel). The material characteristics values of this 
steel are: E=210000 MPa (Young's modulus) and 0 y =223 MPa (initial yield stress). 
For all the tests, the sheet thickness t and the die radius Rd are hold constant (t= 1.9 
mm, Rd = 4.5 mm). Different punch radius (Rp) are used to examine the clearance 
influence on the punch force. The clearance j is usually expressed as a percent of the 
sheet metal thickness. 

3. MODELLING AND NUMERICAL ASPECTS 

From a numerical simulation point of view, three significant aspects were studied 
within the framework of this project, namely the sheet metal constitutive model, the 
load stepping algorithm and the mesh adaptivity. 

3. J. Constitutive model 

Concerning the sheet metal constitutive model, we compare a classical elastoplastic 
model with a porous plasticity model. In this section, we briefly recall the 
constitutive relations associated with the Gurson-Tvergaard-Needleman's model that 
can be considered as a generalization of the Prandtl-Reuss plasticity model to porous 
media. For this damaging model, schematically, ductile fracture involves four 
successive damage processes, namely the nucleation of voids from inclusions, the 
void growth, the coalescence of voids and the crack propagation. In our study, we 
use the Gurson's model modified by Tvergaard and Needleman [5], [6]. This model 
is defined by the following relations. The yielding surface is defined by: 

c[J=--=--+2qj cos -q2 --=- - J+q3 f =0 ere,! f* h[ 3erll/ 1 ( *2) 
er 2er 

(I) 

0 eq is the effective equivalent stress and er is the yielding stress; q" q2 and q3 are 
adjustable material parameters. The material capacity rapidly decreases when void 
coalescence occurs. This phenomenon is modeled using the parameter f*: 

(2) 
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Ie is the critical void volume fraction, IF is the void volume fraction at failure and 
- 2 I F = J / q J when q 3 = q J . 

It should be noted that when the void volume fraction is zero the previously 
described model reduces to the classical Prandtl-Reuss plasticity model. 

3.2. Numerical integration algorithm and mesh adaptivity 

In numerical simulation of sheet metal forming processes, the vast majorIty of 
approaches for solving the equilibrium non linear equations are based on Newton­
Raphson iterative scheme. The convergence problems of this method has motivated 
the development of several explicit (non iterative) algorithms. But as mentioned 
above, each technique has its disadvantages. In this work, the considered blanking 
tests were investigated using two load stepping algorithms. The first one is based on 
an explicit dynamic scheme associated with the Arbitrary Lagrangian-Eulerian 
approach to handle mesh adaptivity. The second method is based on the Newton­
Raphson iterative scheme. The mesh adaptivity is ensured using a global remeshing 
technique. The remeshing is performed according to a user's specified frequency and 
maximum element size. Figure 2 gives a comparison between the two previously 
described approaches. 

Figure 2. Initial and deformed mesh, comparisoll betweell ALE and global remeshing 

4. APPLICATIONS 

4. J. Constitutive model comparison 

The maximum punch force, which is an important parameter in sheet metal blanking 
process, is strongly related to the sheet constitutive model. Most studies on 
numerical simulation were carried out with a damage model. In this section, we 
clcarly show that the maximum punch force is essentially governed by the plastic 
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instability. Figure 3 shows a comparison between a classical elastoplastic model 
(isotropic hardening) and a damage model for the investigated material. 

14 ,...-----r---r---r-----,---...., 

12 

~o 

o Experiment 

--Elastoplastic 

--Gurson 

T~ 
0 ~-~-------~~-1~ 

o 0,4 0,8 1.2 1.6 
punch dIsplacement (mm) 

Figure 3. Elastoplastic and Gurson model- burr shape 

When a standard elastoplastic model is used, one can examine the total equivalent 
plastic strain to have an idea on the burr shape. But it is not possible to highlight the 
difference between traction and compression using such quantity. On the other hand, 
the damage model makes possible to have a good idea on the burr shape starting 
from the void volume fraction. Figure 3 shows a burr shape prediction using the 
damage model. The numerical result is compared with an observed burr shape [IOJ. 

4.2. Load stepping algorithms and adaptivity 

In this section, we compare the numerical results obtained by an implicit iterative 
algorithm based on the Newton-Raphson scheme with those obtained by an explicit 
dynamic scheme. The implicit algorithm is associated with a global remeshing 
method while the explicit scheme is associated with an ALE approach. It should be 
noted that the calculations are performed with an elastoplastic constitutive model. 
Figure 4 shows a comparison between the two approaches. We can notice that the 
two approaches give similar results. 
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Figure 4. Implicit and explicit schemes 
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4.3. Clearance influence 

It was experimentally shown that the maximum punch force increases when 
clearance decreases. In our work, numerical simulations were performed with three 
ranges of clearance (7.9%, 4.2% and 2.5%). Table 1 gives a comparison between 
experiments and numerical. The numerical results can be improved by taking into 
account the friction effect, as it will be discussed in the next section. In addition, it 
should be pointed out that for small clearance range, the simulation becomes 
difficult and the time step size is reduced which increases the computational cost. 

Table 1. Influence of clearance on maximum punchforce-FeP04 steel 

Clearance 
7.9% 
4.2% 
2.5% 

4.4. Friction effect: 

Numerical result 
11.74 (KN) 
12.14 (KN) 
12.43 (KN) 

Experiment 
12.77 (KN) 
13.62 (KN) 
14.17 (KN) 

In the previously presented numerical results, the friction was neglected in order to 
simplify the calculations. But in the real blanking process, the friction effects are 
important, particularly for the maximum punch force. To examine this influence, 
calculations are performed with different friction coefficients. The frictional contact 
is handled using a simple Coulomb friction law and the friction coefficient is 
identical for all the interfaces. Calculations were carried out for a clearance of 7.9%. 
It is clearly shown (table 2) that the maximum punch force increases with friction 
effects. 

Table 2. Influence offriction on maximum punchforce-FeP04 steel 

Friction coefficient 
o 
0.05 
0.1 
0.2 

Maximum punch force (KN) 
11.74 
12.49 
12.56 
12.68 

5. CONCLUSION 

In this work, some significant aspects of numerical simulation of sheet metal 
blanking process are discussed. All the numerical results are compared with 
experiments in order to examine their validity. The relevant conclusions relate to the 
sheet metal constitutive model, the load stepping algorithm and the mesh adaptivity. 
Concerning the constitutive model, it can be noticed that an elastoplastic model is 
sufficient to obtain a quite satisfactory estimation of the maximum punch force. But 
the results can be improved by using a damaging model. In addition, such a model is 
necessary to predict the shape of the cut edge and the burr size. 
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For the load stepping algorithm, both the implicit (iterative) Newton-Raphson 
method and explicit method give quite acceptable results. The implicit method is 
more stable than the explicit one but it suffers some convergence problems and it 
requires an important computational effort. The main drawback of explicit method is 
the stability condition that limits drastically the time step size. Some precautions are 
thus needed to obtain a reliable solution. 

As pointed out in several studies on the subject, a mesh adaptativity procedure is 
required for numerical simulation of sheet blanking process. In this work, we noted 
that both the global remeshing procedure and the ALE approach are adapted for 
such a simulation. Some other significant parameters such as friction and clearance 
were investigated within this work. 
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THE CONCEPT OF THE MACHINING SURFACE 
IN 5-AXIS MILLING OF FREE-FORM SURFACES 

Abstract: The concept of the machining surface (MS) is an approach to the process of design and manu­

facturing of free form surfaces. The machining surface is the surface representation of the tool path, inte­

grating functional design specifications and machining constraints. By definition, it is a surface including 

all the information necessary for the driving of the tool, so that the envelope surface of the tool movement 

sweeping the MS gives the expected free-form. In this paper, we study the building of the MS for 5-axis end 

milling with usual cutting tools, ball, flat and filleted endmill. We make so that the design and manufactu­

ring constraints taken into account by the machining surface are completely uncoupled within the MS. 

1. INTRODUCTION 

The elaboration process of free-form surfaces must ensure the adequacy between the 
design intent and the produced part. The process consists of two main activities: the 
engineering and the manufacturing process (see Figure 1). The engineering process 
starts with styling and includes engineering constraints through the definition of high 
quality surfaces in the CAD database. The CAD model becomes the common support 
from the digital mock-up to the digital manufacturing. Then the CAM system compu­
tes the tool path to machine the part. 

Engineering 

Tool path 
computation 

Product 
, '-

. Elc:.mentary tool path 

~_ .•.•••• ~ ••• ~ ::~nsverSal step 

~ Driving direction' • ~ 

Figure 1 . Elaboration process offree-form surfaces and tool path generation 

Each link of the process chain is liable to introduce errors between the final part and 
the design intents. First there may be a deterioration of data when functional require­
ments and design intents are converted into 3D CAD data. It is not always possible to 
obtain the expected forms by the designer as well as continuity connections between 
surfaces that are necessary to a precise machining. User's actions depend on the CAD 
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software functionalities and the resulting shape may not fit with the user intent but is 
the closest shape the modeler can produce. Furthermore, styling or engineering speci­
fications are lost: only the CAD model describes geometry. In the process, the tool 
path computation and the machining activities must guarantee a part that meets the 
geometry of the CAD model. But other errors are introduced during the tool path com­
putation linked to approximations and discretizations and during the machining be­
cause of the dynamic behaviour of the machine tool. 

The tool path computation for sculptured surfaces in 3 or 5-axis end milling relies on 
the choice of a tool driving direction and two discretization steps, the step length along 
the path (longitudinal step) and the cutter path interval (transversal step) (see 
Figure I). The values of the discretization steps must be linked to the geometrical spe­
cifications of form deviation or roughness. They must also ensure the achievement of 
sharp edges and curvature radii specified on the part. The concept of the machining 
surface has been developed in order to ensure the accuracy between the machined part 
and the design intents and to optimize the tool path planning (Duc, 1998). We present 
in this paper the result of our work concerning the use of the machining surface for 
tool path planning in 5-axis milling. Our previous work on the adequacy between the 
machined part and the design intent has been presented in (Duc & aI, 1999). 

2. THE CONCEPT OF THE MACHINING SURFACE 

By definition, the machining surface (MS) is a surface including all the information 
necessary for the driving of the tool, so that the envelope surface of the tool movement 
sweeping the MS gives the expected free-form (see Figure 2). 

Machining surface 

'-1/ 

design intent 
! 

geometrical constraint 
on nominal surface 

geometrical tonstraints 
on machining surface 

usua~method 

Nominal surface 

S(~I'~2) 
computalJon 

MS~approach 
Machining surface 

SMS(~I'~2) 
I 

'lI planning 
Tool path 

Figure 2 . The machining surface: definition and process evolution 

The MS is built on geometrical elements so that the envelope surface respects the geo­
metrical constraints of the design intent. The machining surface is the surface repre­
sentation of all the cutter locations. Then, the tool path planning only consists in the 
choice of curves belonging to the machining surface (see Figure 2). In usual methods 
of free-form design and machining, the geometrical constraints are respected by the 
nominal surface. The tool path is planned on the nominal surface, by the computation 
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of the trajectory of the contact point between the surface and the tool, the Ccpoint (cu­
tter contact). The sampling of the path according to the step length criterion produces 
successive Cc point locations. Then, the center point of the tool CL (cutter location), 
which is used by the numerical controller during machining, is computed regarding to 
the tool geometry (see Figure 3). The tool path computation based on Cc points gene­
rally produces errors function of the used NC interpolating format: linear (Choi & aI, 
1988) or Nurbs (Duc, 1998). 

f 

I 
CL = Cc + r . n + R . v CL = Cc + r . n + R . v 

Figure 3 . Tool geometry 

The sampling phase from the nominal surface to the set of discrete CL points involves 
geometric deviations between the envelope of the tool movement and the expected 
surface (Lartigue & aI, 1999). The continuous approach suggested by the machining 
surface helps to avoid problems previously mentioned. Our objective is to build a sur­
face on which we can compute tool paths as curves, according to a machining strategy. 
The shape of the machining surface must lead to the respect of the design intents, wha­
tever the machining strategy adopted. In 5-axis milling, the machining surface sup­
ports the positioning of the effective cutting area of the tool and the orientation of the 
tool axis. 

3. FIVE-AXIS END MILLING TOOLPATH GENERATION 

The tool path generation in 5-axis milling consists in the computation of the cutter cen­
ter location CL and the tool axis vector u for each Cc point along the tool path (Choi 
& aI, 1993) (Lee, 1997). To ensure the tangency between the tool and the machined 
surface and avoid gouging, the tool can be rotated around both vectors t and n of the 
local coordinate frame defined by (Cof, n, t), where f is the tool feed vector, n the 
normal to the surface and t the tangent vector to the surface with t = f 1\ n. Initially, 
the tool is positioned at Cc so that the axis vector u is parallel to the normal vector n. 
Then, we apply the first rotation 0t around the vector t, and the second rotation On 
around the vector n (see Figure 4) (Choi & aI, 1993). Nevertheless, the movement of 
rotation is not centered at the same point in function of the tool geometry. For the flat 
endmill, the rotation 0t is applied around the line (Co t) and the rotation On around 
the line (Ce, n). While, for the filleted endmill the rotation 0t must be applied arround 
the line (K, t) to prevent the tool from rolling on the surface and to keep it tangent to 
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the surface at Ce. The second rotation nn is applied around the line (Ce, 0) passing 
through the point K. So, K is considered as the instantaneous rotation center for the 
two rotations. This remark remains valid when using a ball endmill tool that can be 
considered as a filleted endmill with a principal radius R equal to zero. 

r 

Figure 4 . Tool positioning in 5-axis milling 

4. GENERATION OF THE MACHINING SURFACE IN 5-AXES 

Our objective is to determine the machining surface according to the geometry of the 
tool and the number of axes used. The machining surface may consist of one or two 
surfaces. First, we show that the couple (CL> u) used conventionally to locate the tool 
in 5-axes is not appropriate to conceive the machined surface in the case of the filleted 
and flat tools. Indeed, the orientation of the tool axis u is defined in a local coordinate 
system related to the normal of the surface 0, and the cutter feed direction f. That 
means that the cutter feed direction, linked to the machining strategy, is known during 
the generation of successive tool positions. The resulting machined surface, defined 
as the locus of CL and P so thatCLP = u, would thus be a particular case only adap­
ted to the adopted machining strategy. Therefore, it becomes not possible to uncouple 
the design and manufacturing phases. On the other hand for the ball endmill, the po­
si tion of the center point C L is independent on the tool axis orientation. Thus, we pre­
serve the couple (CL> u) to locate the ball endmill tool. In order to deal with a general 
case, let us consider the 5-axis milling with a filleted end mill. Then we can extrapolate 
results to other tool geometries. Rather than using (CL> u), we suggest to use the point 
K and the vector v = KCL (see Figure 4). K is defined as the offset point of Cc by a 
distance equal to the comer radius r. As exposed previously, K remains fixed during 
the rotational movements of the tool. There remains a possible rotation around the vec­
tor v. However, it should be noticed that the tool axis vector u, the vector v and the 
normal vector 0 passing through Ce remain always coplanar during both rotations nt 

and nn. Indeed, they are always coplanar, for at any Cc point, the normal to the sur­
face passes through the torus axis. Then, both rotations around t and 0 leave the vec­
tors u, v, 0 coplanar. Now, knowing points K, CL and the normal vector 0 is sufficient 
to position the tool in the 3D space, and the tool axis vector is thus defined by : 

u = V /\ «0 /\ v)/ilo /\ viI) with v = KCL (1) 
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The points K and CL make it possible to define a unique tool position because they are 
located in the symmetry plane of the tool. The machining surface is thus composed of 
two surfaces S] and S2> loci of the points K and C L (see Figure 5). 

S 

~:"'----""'Sl 

L:"---==:::" S 

Figure 5 . MS in 5-axis milling with a filleted endmill and variation of the tool orientation 

The normal vector is embedded in the equation of S]. We call the surface S] the gui­
ding surface and surface S2 the orientation surface. The guiding surface S] is the offset 
surface of the nominal surface by the corner radius r of the tool. It is thus independent 
of the machining strategy. The orientation surface S2 is the surface which gives the 
orientation of the tool axis according to the machining strategy. 

The orientation surface S2 is located between two limit surfaces Sinjand Ssup' Using 
the parametric equation F( ~ 1, ~ 2) of the nominal surface Sn' we can write: 

1 2 1 2 1 2 
cI>sup(~'~) = F(~,~ )+(r+R)·n(~,~) 

1 2 1 2 1 2 
cI>inf(~ ,~ ) = F(~ ,~ ) + r . n(~ ,~ ) 

(2) 

The upper limit corresponds to the case for which the tool axis orientation u is parallel 
to the tool feed direction f. Moreover, for a given tool path (C]) on surface S]> the as­
sociated curve (C 2) on surface S 2 is included in the pipe surface of radius R and of spi­
ne curve (C]). This condition materializes the fixed distance between K and CL- The 
lower limit corresponds to the case for which the tool axis orientation u is parallel to 
the normal vector n. This lower limit is a condition necessary but not sufficient to 
avoid gouging. 

Concerning the tool shape, results obtained in the case of 5-axis milling with a filleted 
endmill can be extended to other tool geometries. The flat endmill can be regarded as 
a filleted endmill for which the radius of corner r is null. The point K then coincides 
with the cutter contact point Cc and the surface Sj. locus of point K, is the nominal 
surface to be machined. In this case, the machining strategy controls the cutter contact 
point. As previously exposed, the ball endmill can be considered as a filleted endmill 
with a principal radius R equal to zero. The point K coincides with the C L point. The 
adopted solution that uses points K and C L is not valid for this type of tool, and the 
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original configuration (eL ' u) is used. 

5. CONSTRUCTION OF THE GUIDING AND ORIENTATION SURFACES 

Let us consider the nominal surface Sn of R3 and F the map which transforms an in­
terval of the parametric plane (O,~ 1 ,~2) into Sw From the nominal surfa<;e Sf described 
by F ( ~ 1, ~ 2) , one can determine the map of the guiding surface : <l>gu I (~ ,~2 ). 

(3) 

The orientation surface is built according to the given orientation of the tool along the 
path. The axis orientatiqn is described by u( ~ 1, ~ 2) . One can evaluate the map of the 
orientation surface <l>0n(~ 1, ~2) followed by the center of various types of tools. For 
example, the orientation surface is given by the following equation, when the tool is a 
filleted endmill defined by the two radii Rand r. 

(4) 

The following table gathers different machining surfaces according to the geometry of 
the tool and the number of axes used for machining. 

Table 1: Various machining sUlfaces 

3-axis 5-axis 

Ball endmill S1: F + rn S1: F + rn S2: F + rn + u 

Flat endmill S1:F+Rv S1: F S2: F + Rv 

Filleted endmill S1:F+rn+Rv S1: F + rn S2: F + rn + Rv 

We propose to build the guiding and orientation surfaces according to the method des­
cribed in (Farouki, 1986) for S] and S2 are generalised offset surfaces. S] and S2 are 
modeled by a multi-patch surface. Patches are bi-cubic interpolants connected in tan­
gency. Each patch r( u, v) is expressed as a Ferguson tensor product surface, with C the 
matrix of blending function (cubic Hermite basis) and Q the Coons matrix (Faux & 
Pratt, 1979), where <I>(~ 1 ,~2) is the implicit equation of the guiding or the orientation 
surface. In order to keep the consistency of the surface representation in the CAD sys­
tem, we use a Bezier (UNISURF) representation for patches, with M the cubic Bernstein 
basis matrix and B the matrix of the Characteristic Polyhedron vertices: 
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S 
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S 

<!l I 20' I 
(5) 

S S 
<!l I 2 1, I 

S S 

The precision obtained on surfaces S 1 and S2 is proportional to the number of patches. 
From a point K on S1 one finds the corresponding point CL on S2 with the assumption 
that parameter setting of S1 and S2 are identical. Thus, the method generates approxi­
mations. The errors on the guiding surface S 1 must be controlled because they cause 
local gouging between the tool and the nominal surface. We have to use a large num­
ber of patches in the offset surface approximation to perform a precise machining. On 
the other hand, errors on the orientation surface S2 present fewer disadvantages becau­
se variations of the tool axis orientation do not generate machining errors. Indeed, the 
controlled point is the point K which is the instantaneous center of rotation during the 
two rotations of the tool. The orientation of u does not influence the position of the 
active part of the tool. Moreover the tool radius R reduces the amplitude of the varia­
tions of S2 on the orientation of the axis tool (see Figure 5). The maximum angle va­
riation is given by tanumax = E/R. 

6. EXAMPLE 

The treated example consists in machining a surface (a Bezier patch of degree 5) with 
a filleted endmill (R = 10, r = 4) and with the following strategy: 5-axis milling, tool 
center guiding along parallel planes to yoz and nt = 200 , nn = 00 • S] is the offset sur­
face of Sn with an offset distance equal to 4 mm. S2 is the generalised offset surface 
(S2 = Sn + rn + R v ) with offset distance equal to R = 10 and r = 4. S] and S2 are free 
from loops. The modeling of the kinematics of the displacement of the tool on both 
surfaces S] and S2 make it possible to simulate the machining along the curve C] (see 
Figure 6), intersection of S] with the guiding plane. C is the contact curve followed by 
the Cc point on the nominal surface and C2 is the curve followed by CL on the orien­
tation surface. 

Figure 6 . Machining simulation 
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7. CONCLUDING REMARKS 

The concept of the machining surface offers a new solution to generate tool-paths. Its 
construction is common for various cutting tools usually used. The guiding surface ge­
neration is only based on the comer radius of the considered tool, independently of the 
machining strategy. The tool path planning is initially carried out by choosing curves 
belonging to the guiding surface. Then, if necessary, the orientation surface makes it 
possible to position the tool for machining with five axes. The objective is now to use 
the machining surface for machining of compound surfaces. To achieve this task, we 
will have to introduce technical surfaces in the machining surface framework to be 
able to add approach, retract and linking tool movement.We are also working on ano­
ther method to build the orientation and guiding surfaces. The method is based on the 
two fundamental forms to evaluate the local characteristics of the orientation and gui­
ding surfaces. Nevertheless, the current approach is difficult to implement. The en­
countered difficulties come from several factors : the loops resulting from the offset 
operation, the need for synchronizing the parameter settings, the number of patches 
required to achieve a high quality machining. 
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HIGH SPEED MILLING 

Solid simulation and machine limits 

Abstract. The rational exploitation of the potentials of HSM (High Speed Milling) leads industrials 
to review their ranges of machining and especially their strategies of machining. However, the specifics 
imposed by HSM have not been much integrated in the actual CAD/CAM systems. The integration of the 
HSM specifics in CAD/CAM systems can be a powerful and efficient way to use the HSM potentials. In 
this paper, we will first present what are the HSM specifics in tenns of the limits of cutting tools, 
controllers, and machine-tools. Then, we will introduce an algorithm to predict the real feed rate and 
tracking errors, considering the limits of the controllers and the machine tools. The real feed rate is often 
very lower than the programmed one. In order to analyze the milling process more precisely, the use of 
the real feed rate is one of the essential factors. The efficiency of the algorithm has been verified through 
several experiments with various tool paths. In addition, the algorithm has been already integrated into 
our machining simulator being developed. We will show some results obtained from the machining 
simulator concerning tracking errors estimation. 

1. INTRODUCTION 

The progress achieved by cutting materials, high-speed spindles, linear motors 
and high-performance controllers are the origin of some revolution in the milling 
area. Using the potentials of these new technologies, HSM permits to increase the 
quality of produced parts, and to reduce the delay and eventually the costs [9] . To 
reach this result, HSM machines have been changed. Cutting speeds and feed rates 
have been multiplied up to 10. The rigidity has been reinforced and the weight has 
been reduced in order to minimize inertia effects and to permit high accelerations. 
Fast data processing allows controllers to be able to control the machines at high 
speeds. Such changes offer new possibilities in metalworking industry. However, 
the specifics imposed by HSM have not been considered much in the actual 
CAD/CAM systems. To success in HSM, the specifics must be integrated within the 
CAD/CAM systems. We have established three axes to incorporate the HSM 
specifics in the CAD/CAM field. The first axis is to exploit new milling strategies 
satisfying HSM specifics. The second one is to make a general machining 
simulation tool being capable of analyzing the quality of these new milling 
processes. The third one is to develop optimal algorithms according to the feedback 
from the machining simulation tool. The complete integration of these three axes in 
a CAD/CAM system is our ultimate goal. he simulation part is one of key points of 
our gateway. While most machining simulators can simulate the material removal 
processor, they consider machines and controllers as perfect and cutting tools as 
stiff. This approach is not appropriate for giving an accurate analysis on cutting 
process, especially in the case of HSM. Our simulator, implemented on windows 
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environment, has integrated tool deflection as considering machine and controller's 
limits as shown in Figure 1 [5] . 

2. HSM SPECIFICS TO INTEGRATE 

The difference between HSM and conventional speed machining (CSM) comes 
mainly from the difference of machining speed. There exist efficient roughing and 
finishing strategies for CSM, but these strategies are not well adapted to HSM [6] 
[I]. For example, the CSM strategies do not assure a constant tool engagement, 
which can cause a tool breakage in HSM. When milling a die and mold, the size of 
the part program is so large and the path length of each block is so small that it is 
difficult for the controller to process the blocks in real time at high feed rates [3]. 
Such tool paths often have so high curvatures that it is hard to keep the programmed 
feed rate. In addition, the format of tool path trajectories does not exploit the 
possibilities of new controllers such as Nurbs or B-spline interpolation [2]. 

Figure 1. Milling simulator 

Fundamentally, this failure is due to the fact that the CSM strategies depend on 
geometric criteria (e.g. parallel plan and isoparametric tool paths) much more than 
machining constraints such as the limits of the cutting tool, the controller, and the 
machine. In order to assure the quality of machined part, the machining constraints 
should be considered in the CAM step. 

The limits of the cutting tool : In die and mold machining, the ratio 
length/diameter of the cutting tool is so high (for example, sometimes it can be up to 
20) that they are very sensitive to cutting force. Since the cutting force is directly 
affected by tool engagement volume, varying tool engagement volume can cause a 
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variation of tool deflection and the quality of the machined surface, in the worst case 
a tool breakage, especially in HSM due to the high feed rate [4] . 

The limits of the machine: In free form surface milling, we are limited by the 
most restrictive axis. In milling a curve with a radius of curvature of R, the 
relationship between the acceleration Ac, and the feed rate V f is given by : 

c = V f 2 / R [1] Ac is equal to centrifugal acceleration. When this relation 
cannot be satisfied, the controller has to reduce the feed rate. For example, in mold 
milling, the real feed rate is rarely equal to the programmed feed rate because the 
part geometry has a high curvature. This problem is specific to HSM. If R is 
constant and Vf increases 10 times, Ac has to increase 100 times to preserve the 
required feed rate. IfR is small, it will be a critical problem in HSM. For example, it 
is very difficult for the cutter to move at the high feed rate when the curvatures 
along the tool path are high. To alleviate this problem, the tool path should have as 
low curvatures as possible. 

The limits of the controller : The controller must be able to maintain an 
accurate cutter path during fast displacements. The power of the control is 
characterized by a) the block preprocessing time, b) the size of the buffer between 
the preprocessor and main processor, c) the interpolation cycle time, and d) the 
dynamic look-ahead. As the development of high-performance processors, the 
computing time (block preprocessing and interpolation cycle time) is getting shorter. 
However, when the path length of each block is too small and the feed rate is high, 
the controller does not have enough time for computing the next trajectory point. To 
solve this problem, some controllers reduce the feed rate. The dynamic look-ahead 
is the function that sees the trajectory in advance and finds a maximum path velocity 
from which braking down into zero is guaranteed without exceeding the possible 
axis acceleration rates at the end of the block in the buffer between the preprocessor 
and the main processor. The function makes it possible to perform continuous 
acceleration operation and avoid unexpected overshoots [8]. While increasing the 
size of the buffer gives better look-ahead, it requires more memory and computation 
time. 

3. MACHINE BEHAVIOR MODEL - DYNAMIC SIMULA nON 

In HSM, the real feed rate could be often very lower to the programmed feed 
rate, caused by machine and the controller's limits. However, to simulate the milling 
process and to optimize this one, the feed rate is required (Figure 1). To use 
programmed feed rate lead to an important error, it, there is a high curvature on the 
trajectory and a high programmed feed rate. Therefore, it's important to get a tool 
permitting to simulate the machine behavior combined to its controller. The 
proposed model permits to calculate the real feed rate along the milling trajectory, 
considering the features of machines and controllers (Figure 2). Then, this feed rate 
is used by tool deflections calculation module and error path calculation module 
(Figure 1). With these modules, we can simulate the real tool path instead of the 
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programmed one. Because of the great diversity of commercial machines and 
controllers, it is impossible to describe all behavior precisely. Therefore, we have 
developed a generic model, to answer to the main controllers on the market. 

TlhJI path 

• M ax Acceleration 

• Max Deceleralion - [SO file 

• M ax Feed Rate 
(G -co defile) 

• Look Ahead value or 

- Tit '* - CL file 

· let ... * 

D-
Machine Beh avio r Analysis 

- Feed rale limits fo~ e(Jcll blocks 
- Real feed raU alrlllg Ilu trajectory 

- Tracking error & Q.'er.flloot 

• Trajectory Interpolotion Tolerance ( Til) . 

•• Interpolation cycle time (I," ) 

Figure 2. Dynamic behavior simulator 
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Figure 3. Cirle arcs Interpolation 

Trajectory interpolation: Generally, the tool path includes some geometrical 
discontinuities (the trajectory is CO class but not G 1). If we want to cross these 
discontinuities with an imposed feed rate Vf, it requires that the machine produce an 
infmite acceleration! To solve this problem, the controller calculates a trajectory G I, 
from the programmed tool path. The parameter Trajectory interpolation tolerance 
(Tit) permits to adjust the admissible distance between the programmed trajectory 
and the calculated one. n our model, we chose to calculate a circular arc in order to 
generate the trajectory G I (Figure 3). But, it's possible to choose another kind of 
model to generate the trajectory G 1. 

Static Look Ahead calculation : At this step, the trajectory is G I class but it 
still includes some areas where the feed rate can not be maintained. Indeed, when 
there are high curvatures, the required centripetal acceleration can be higher to the 
available acceleration on the different axes of the machine. In order to follow the 
calculated trajectory precisely, the controller limits the feed rate locally. In practice, 
this calculation is based on the most restrictive axis, which required more 
acceleration and speed then the others. n the other hand, the controller limits also the 
feed rate Vf to respect the interpolation cycle time limits. In practice, the feed rate is 
limited in order to get a bloc execution time lower than the CNC cycle of time t (Vf 
<L / t with L length of the block considered). herefore, the purpose of this step is to 
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calculate feed rate limits to be able to follow the trajectory, considering each axis 
features and CNC cycle of time. 

Dynamic Look Ahead calculation : After the above two steps, it is necessary to 
calculate for each axis the exact feed rate profile with its acceleration and 
deceleration steps. To calculate this profile on one block, it is necessary to anticipate 
the trajectory. Indeed, without this anticipation we can avoid overshoots in the case 
of a sharp deceleration. In practice, to preserve the CNC cycle of time and block 
processing time, this anticipation is limited to n blocks. n is called Look Ahead 
value and depends on the controller's generation. The figure 4 presents several 
results from different look ahead value. The dotted profile corresponds to the result 
of the static look ahead calculation. 
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Figure 4. Example of dynamic look ahead calculation with various value 

Tracking error (or Real position) evaluation: Using the feed rate profile and 
the tool path, the interpolation function calculates the reference position for each 
axis: Xc[k], Yc[k], and Zc[k], where k represents the current cycle value of the servo 
control loops. n order to calculate the real position on each axis with respect to the 
reference position (Xc,Yc,Zc), it is necessary to integrate the dynamic behavior of 
each axis. For analyzing the dynamic behavior, several models are available. Theses 
models can be classified into two approaches: a) rigid machine structure model, and 
b) flexible machine structure model. The second category can give more accuracy 
than the first one, and can consider axis vibration, but it requires much more 
computation time and needs a lot of parameters necessary to describe axis behavior. 
Up to now, two models based on the first category (rigid machine structure model) 
have been integrated into the machining simulator for the computational efficiency. 

Xr[kJ,~-......!...1 -;;:2";: -(Xc[kJ+2( 2 I tJ2~ )Xr[k-IJ--<1--=-2Xr[k-2]) 
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The first model is based on first order model and the second one on second order 
model. For example, with the second model, the real X position Xr[k] at the k cycle 
of the position loops is given in Equation 2, where ~t represents the sampling time 
of the position loops, ~ the natural frequency and ~ the damping ratio. Thus, the 
tracking error on X axis is the difference between Xc[k] and Xr[k]. 

4. EXPERIMENTAL AND SIMULATION RESULTS 

To validate our model, we measured the real feed rate profile during machining, 
and compared it with the results obtained from our proposed algorithm. Moreover, 
we compared contour errors of the both cases. The term "contour error" is to denote 
the component error orthogonal to the desired trajectory. Figure 5 shows the 
diagram of our trajectory acquisition system. For each axis, we can get the real axis 
positions, as acquiring the output axis encoder data during the milling. Then, the real 
feed rate profile can be rebuilt by derivation of the positions. igure 6 shows one of 
our test part and its test trajectory. We measured the real positions and the real feed 
rates when the programmed feed rate is 8 m/rnn along all the trajectory. Figures 7 
and 8 present the comparison results. Figure 7 shows the programmed feed rate, the 
real feed rate, and the simulated feed rate obtained by our algorithm. Figure 8 shows 
contour error comparison. In this figure contour errors have been magnified 40 
times. 

Motor Speed 

...--""''''''''''1---1 ~ control 

Resolver 
feedback 

i i • o AmtlOn .~ 
~ feedback « 

Cl) l-_--J>j 

Figure 5. Trajectory acquisition diagram. Figure 6. Tested workpiece 

From the comparison results, we can see that the programmed path and feed rate 
are not the same with the real ones, and our algorithm can estimate the difference 
quite well. In addition, it is worth noting that the real feed rate is rarely equal to the 
programmed one (8m/rnn). On figure 8, we note that geometrical discontinuity 
causes an important contour error. 

The loop on measured profile and simulated profile is caused by magnification 
of the contour error. In order to validate our algorithm, others experimentations, 
using others CNC machines, have been realized. 
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5. 3D SOLID MODEL MILLING SIMULATION 

293 

' 0) 

Figure 9 presents a 3D solid simulation result from our machining simulator 
concerning tracking errors. The left-half part of the workpiece is realized without 
considering real feed rates and tracking errors and the other part is realized by 
considering these factors. Without considering tracking errors, the most area of the 
machined surface has the same color (gray). 

Figure 9. STL Comparison 
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Figure 10. Scallop edge visualization 
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Figure 10 also shows the effect of the estimated tracking errors on scallop edges. 
It means that the machined surface is within the given tolerance (0.05 mm) and that 
the tool path is acceptable in the geometrical viewpoint. However, with tracking 
errors, some area is gouged (red) and some is undercut (green). Indeed, Zig Zag 
strategy causes this error because the axis behavior is not the same when the axis 
speed up and when the axis speed down. Such errors are often noted in motor 
industry [7]. After simulation, the errors can be easily quantified in various ways 
since the errors are already reflected on the solid model. 

6. CONCLUSION 

Specificities of the HSM must be integrated within the CAM systems. In this 
optics, we developed a machining simulator allowing to take into account the limits 
of the cutting tools and the limits machines. This simulator is thus able to simulate 
the part which would be really obtained after machining. The Simulation part of the 
Dynamic Behavior is essential. Indeed, to know the real feed rate allows to calculate 
the deflections tools, to calculate the error on the trajectory according to the limits 
machines. This simulation must be used in all the applications using the feed rate 
like data of input. The model developed here wants to be sufficiently generic to 
answer the main controllers of the field. The algorithm has been already integrated 
into our machining simulator, which can quantify the errors based on 3D simulation 
model. 
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Abstract: The aim of this investigation is to present a numerical procedure combining a simplified fmite 
element inverse approach (I.A) for the rapid simulation of the stamping process with mathematical 
progranuning technique (BFGS method) to optimize the stamping process design. Our objective is to 
optimize the quality of the fmal workpiece. by minimizing the risk of rupture and wrinkles. The design 
variables of this problem are the drawbead restraining forces, and the material parameters such as the strain 
hardening ell.'Ponent n (Hollomon law) and the Lankford anisotropy coefficient in relation with the Forming 
Limit Diagram (FLD). The optimization procedure developed has been applied for the square cup of 
Numisheet'93 and the RenaultiTwingo dashpot cup. The satistactory results demonstrate the usefulness of 
this automatic optimization procedure in the preliminary design of deep-drawing process. 

1. INTRODUCTION 

From some recent specialized conferences (Numiform'98, Numisheet '96, '99] one 
can observe a clear tendency for the need and development of simplified methods 
(such as the "one-step method" and the "Inverse Approach") for the numerical 
simulation of sheet metal forming problems. This is mainly due to the efficiency of 
these kinds of procedures for the evaluation of forming difficulties in relation with 
the preliminary design stages of blanks and tools. The Inverse Approach (LA.) 
developed by Batoz and Guo [1-4] appears to estimate efficiently the large e1asto­
plastic strains in thin walled structural parts obtained by deep drawing. Since 1995 
the present authors have proposed a numerical procedure [5-8] which consists of a 
coupling between the LA. for the simulation of sheet forming parts and a 

295 

P. Chedlll£1il et al. (eds.). Integrated Design and Malllifacturing ill Mechanical Engineering, 295-302. 

©2002 Kluwer Academic Publishers. 



www.manaraa.com

296 lL. BATOZ 

Sequential Quadratic Programming (S.Q.P) method for the shape optimization of 
blank contours. This numerical procedure has given satisfactory results on 
academic and industrial applications. 

To control the material flow and the part quality, the drawbeads are perhaps the 
most important parameters, because too strong restraining forces prevent the sheet 
from draw-in and may cause the necking, but insufficient forces may lead to 
wrinkling. The aim of the present work is the determination of the optimal 

-
restraining forces and optimal material characteristics (n and r) to reduce the risk 
of necking and wrinkling by the use of the Forming Limit Diagram (FLD) [10-12]. 
This optimization procedure is based on the Inverse Approach developed by the 
authors and a BFGS optimizer. 

2. STATEMENT OF THE OPTIMIZATION PROBLEM 

2.1. Objective function 

We define an objective function based on the Forming Limit Diagram FLD, 
because it is considered as a good indicator for the failure and wrinkling criterions. 
In order to allow the analytical evaluation of sensitivities, we first define the 
Forming Limit Curve by an explicit function based on the least squares polynomial 

approximation defined by the function q>( E2) which takes the form: 

(1) 

where n is the polynomial degree. 
Based on this function we define also a so called "secure FLe" function 

Ij/( 82) given by: 

(2) 

where s is a "safety" from the FLC, this constant quantity is chosen by the user 
(see Figure 1). Our objective function is thus expressed by the sum of all distances 
from the "secure FLe' but only for elements where the major strain &2 is greater 
than Ij/( &2) (Figure 1). Therefore the global objective function can be given by: 

J= 'LJe with e - &1 -Ij/ &2 nelf {J - (e (e))2p ~'f 
e=J Je=O if 

&] > Ij/( &2 ) 
8] S. Ij/( 82 ) 

(3) 
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where nelt is the total number of elements, the couple (8f, 8~) are the element 

principal logarithmic strains; p is an integer constant (p=1,2,3 ... ) introduced in 
order to capture the maximal function variations by the use of higher values (2': 2). 

, 
wrinkles 

minor strain &1 

Figure 1. Definition of the objective function 

2.2. Design variables 

In the present research investigation our goal is to evaluate a numerical procedure 
to automatically determine optimal restraining forces while minimizing the 
objective function given by equation (3). 

In general the problem of nonlinear optimization is stated as follows: 

{
min J(v), v=(Vj, ... ,vn)T 

with ViZ :0;; VI :0;; v iu ' i = i, ... n 
(4) 

where J(v) is the objective function, v is the design variables vector. Vii and Viu are 
the lower and upper bounds on the design variables. In our study two kinds of 
design variables are taken into account: 

2. 2.i Restraining forces 

The design variables can be the intensities of restraining forces on some prescribed 
drawbead lines. Each restraining force is uniformly distributed along the drawbead 
segment (Figure 2). These forces are chosen to be normal to the drawbead segment 
and always oriented externally. 
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2.2.2 Material parameters 

The second kind of design variables are the material parameters. Previous 
simulations indicate that the sensitivity to the strength coefficient K is poor, 
therefore we consider only the strain-hardening exponent n and the anisotropy 

coefficient r as design variables. Since the FLC depends on the material we have 

to predict a FLC for every new couple (n, r). We use the theory developed by Graf 
and Hosford [10] based on the growth of an imperfection described by a parameter f 
which is the ratio of the thickness of the imperfection to the thickness of the 
remaining part of the sheet. That theory can predict FLC for pre-strained materials. 

The former authors adjust the parameter f to match the point (li2=0, iiI) for the 
experimental FLC with the predicted one. 

3. SENSITIVITY ANALYSIS 

The use of the finite difference method for the computation of sensitivities is very 
simple regarding the implementation, but it involves the need of numerous non­
linear analyses and the lack of precision on the gradient values which often lead to 
a slow convergence. 

For these reasons it is evident that analytical methods are more suitable and 
especially when the analysis is highly nonlinear. The "direct" nature of the static 
implicit LA. is well adapted to analytical sensitivity computation because the initial 
and final states are only requested in the derivation of the objective function. A 
sensitivity analysis method for sheet metal forming problems using the LA. has 
been developed on the basis of the direct differentiation of the equilibrium 
equations combined with the adjoint state method because generally in sheet metal 
forming, there are more design variables than functions to derive. 

The final sensitivities equations generated by this method are only valid when 
the nonlinear equilibrium equations are satisfied: 

{R(U)} = {FfndU)} - {Fext } = to} (5) 

where {R} is the global residual vector, {Fint} and (F exd are respectively the internal 
and external force vectors, U is the unknown variable vector representing the two 
displacement components. 

The total derivation of the objective function j(v) =J (v, U (v)) with respect to a 
design variable VI' and the partial derivation of the equilibrium equation system (5) 
give the following relation: 

(6) 
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The FLC is approximated using a least squares polynomial approximation. We 
use a safety distance of 0.15 and a value of 2 for the exponent p in (3). The value of 
the objective function before optimization was J =6.310.5 and the maximum value 
of major strain was about 0.32 and is situated above the secure FLC as shown in 
Fig. 3. 

The initial restraining forces are set equal to 100Nlmm, their lower and upper 
bounds are respectively ONlmm and 200Nlmm, the residual force norm is fixed to 
10.6 and the objective function norm is 10.10 for the convergence criteria. 

Convergence was achieved after 18 iterations allowing a reduction of 99. 7 % of 
the objective function using 153 seconds of CPU time on a PC Pentium II with 400 
Mhz of frequency and 128 Mbytes of RAM. The maximum value of major strain is 
about 0.2 and is under the secure FLC as indicated in Fig. 4. 

Table 1 gives the optimal distribution of the restraining forces obtained at the 
end of the optimization process. These forces mean that we should facilitate the 
draw-in on the drawbeads 3, 4, 5 to reduce the thinning in the punch corner and 
then avoid necking and we should prevent the metal flow on the drawbeads 1,2,6, 
7 to reduce the thickening and then avoid wrinkles. 

We can observe that the restraining force on the drawbead 4 has reached the 
lower bound (0 N/mm) since this is the zone where the sheet is strengthen at its 
maximum. 

Drawbead 1 2 3 4 5 6 7 
Rest. force 144.03 124.95 1.85 0 1.85 124.95 144.03 
(N/mm) 

Table 1. Optimal drawbead restrainingforees 
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where P is the adjoint state vector associated to the equilibrium equation (5); P is 
solution of the following linear system: 

[KTf{p} = -! (7) 

where [Kr] is the tangential stiffness matrix. This linear resolution is carried out 
only one time per iteration (for all dj/dvj) so that the computations are considerably 
reduced compared to a direct differentiation approach. The derivation of a 
constraint g;(v, U) can be performed in a similar way. 

4. NUMERICAL APPLICATIONS 

4.1 Optimization of restraining forces in the deep drawing of a square box 

The square box of 15 mm depth which was presented in Numisheet'93 as a 
benchmark test [13] is considered for the optimization of restraining forces due to 
drawbeads (Fig. 2). 

The quarter of the box is meshed with 468 nodes and 856 triangular elements. 
The optimization procedure exposed in sections 2 and 3 is applied to determine the 
optimal restraining forces minimizing the objective function given in (3). Seven 
segments situated about 12 mm from the die contour are taken as drawbead lines 
(Fig. 2). 

Geometrical and material data: 

Dimensions of the flat blank : 
150x150mm2 

Young' s modulus:206000 Mpa 

Initial thickness: 0.78 mm 

Lankford coefficient r = 1.77 
Friction coefficient v= 0.144 

Total blank holder force: 19600 N 

Swift uniaxial stress-strain curve: 
cr= 567.29 (EP - 0.007127) o 2637Mpa 

Figure 2. Repartition of design variahles ill a 114 of the square box Qf Numisheet '93 
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4.2 Optimization of material parameters in the deep drawing of the Twingo dashpot 
cup 

The numerical simulation of the forming of the Twingo Dashpot cup was 
originally proposed by El Mouatassim in 1995 [9]. The nonlinear analysis by the 
LA. is carried out without considering the friction effects between the sheet and the 
tools. The initial material characteristics ofthe sheet are: 

• Young's modulus E= 206000 Mpa, 
• Initial thickness hO= l.97 mm 
• Lankford coefficient r = 0.995 
• Hollomon uniaxial stress-strain curve: 0-= 624 s Ol76 Mpa 

The solution of this problem shows an important thinning (-18 %), localized in 
the zone under the punch together with an increase of thickness in the part under 
the blank holder (+26 %) (see Figure 8). The finite element mesh consists of 848 
nodes (1696 nonlinear equations) and 1634 triangular membrane elements (Fig. 5). 

Figure 5. Thickness distribution in percentage of the 7'wingo dashpot cup 

The optimization procedure discussed above is applied to determine the material 
characteristics minimizing the objective function given in equations (3). 

As we do not have an experimental FLC we set the value of the parameters f 
equal to 0.975. With this value some points ofthe FLD are beyond the FLC. In this 
application we use a coefficient s equal to 0.02. 

Table 2 shows material parameters before and after optimization. The FLD and 
FLC associated to this optimal material have been computed and are satisfYing (all 
the points of the FLD are under the secure FLC) 
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n r 

I Before optimization 0.176 0.995 

I After optimization 0.215 0.999 

Table 2. Parameters values for the Twingo dashpot cup 

5. CONCLUSION 

An automatic optimization procedure is presented for the estimation of drawbead 
restraining forces and material parameters in the preliminary design of deep­
drawing process. A new objective function is proposed. The procedure is obtained 
by combining the Simplified Inverse Approach (a one step approach) and a BFGS 
algorithm. Sensitivities are computed explicitly by using the Forming Limit Curve 
(FLC). Two examples are considered to demonstrate the application of the 
numerical procedure for the design of blank and dies. 

The developments on the optimization procedure for other process parameters 
ofthe sheet metal forming simulations are under study. 
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Abstract. An important step in the manufacturing processes of thin composite components is the laying­
up of the reinforcement onto the mould surface. The prediction of the angular distorsion of the 
reinforcement during the laying-up and the changes in fibre orientation are essential for the understanding 
of the manufacture process and the evaluation of the mechanical properties of the composite structures. 
This paper presents an optimization based method for simulation of forming processes of woven fabric 
reinforced composites. Two different approaches are proposed for the simulation of the draping of woven 
fabric onto complex geometries: geometrical and mechanical. The geometrical approach is based on a 
geometrical fishnet model and the mechanical approach is based on a meso-mechanical model. Some 
numerical simulations of forming process are proposed and compared with the experimental results in 
order to demonstrate the efficiency of the proposed approaches. 

1. INTRODUCTION 

Composite materials with glass, carbon or aramid fibres and polymeric matrices are 
known to have high specific strengths and stiffnesses which on combination with 
automatic manufacturing processes, make possible to fabricate composite structures 
with high level of weight and cost efficiency. As we know, the substitution of metal 
alloys by composite materials, in general, reduces structure mass by 20-30%. The 
increase is also due to the numerous variety of products (roving, fabrics, knitted 
fabrics, braids pre-impregnated or not) permitting the elaboration of structures [6]. 
Fabrication processes, also, have undergone substantial evolution in recent years. 
Although the traditional hand lay-up process will remain the process of choice for 
some applications, new developments in resin transfer moulding, sheet moulding 
compound, low temperature curing pre-pregs and low pressure moulding 
compounds have reached new heights of sophistication, and are now being exploited 
in high technology areas such as aerospace industry. 
Hand lay-up is the most common method of producing thin composite parts. The 
primary methods of automation in hand lay-up relate to computer software. Software 
is used to generate flat patterns from the layer surface and the ply boundary and to 
find the most efficient nest of cut plies to minimize the scrap. As for many other 
composite forming processes, the tendency of getting a more and more 
geometrically complicated part demands a systematic numerical simulation of the 
laying-up processes. This allows to "virtually" modify the process conditions in 
order to find the best process parameters for the final product. Thus, it gives an 
efficient way to reduce cost and time (Figure 1). 
The composite manufacturing process involves large displacements and finite shear 
deformation of fibres, which can have a significant effect on the processing and on 
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the structural properties of the fInished product. Many studies have been devoted to 
the mechanical and numerical modelling of the laying-up processes using the fInite 
element analysis [2,3,4,10], allowing the prediction of the fIbre deformation during 
the process. 
In this work, we propose two different numerical approaches to simulate the 
deformation of pre-impregnated woven fabrics: geometrical approach and 
mechanical approach. The geometrical approach is well adapted to the pre­
dimensioning level. It is based on a modifIed "MOSAIC" algorithm, which is 
suitable to generate a regular quad mesh representing the lay-up of the curved 
surfaces. The method is implemented in the GeomDrap software [4]. This software 
provides a fIbre quality chart (showing the fIbre distortions, the rate of falling and 
the rate of draped surface) to predict badly impregnated regions. It can be used to 
optimise the draping process (with respect to the above quality measure) by 
improving the lay-up directions or the marker data location. The lay-up of complex 
curved surfaces can be made in a few seconds. 
The mechanical approach is based on a meso-structural level. It permits to take into 
account the various dominating mechanics in the physics of the mechanical 
transformation of prepreg fabrics during the shaping process, namely, large angular 
variations of yarns, viscoelasticity of resin and evolution of possible damages in 
yarns. Applications are made to the simulation of the shaping of some 
geometrically complex parts to show the efficiency of the proposed methodology. 
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SUMMARY OF THE GEOMATRICAL APPROACH 

First, we recall the mathematical formulation of the geometrical draping and we 
propose an algorithm to solve the draping problem. Let denote by ~ the surface to 
drape. Let F be the woven fabric modelled by two families of mutually orthogonal 
and inextensible fibre described by the co-ordinates x = (S,1']). These families 

constitute regular quad mesh TF of the fabric F. The problem of draping of woven 

fabric F onto the surface ~ consists in associating each node of T F with a point of 

the surface such that the lengths of the edge of the corresponding mesh T; on the 

surface are preserved. This problem presents an infinity of solutions depending on 

the first node of T; (called the point of impact) associated to a node of T; and on 

the direction of the fabric co-ordinate axes at this node. Thus, to ensure a unique 
solution, we suppose that the point of impact on the surface as well as the fabric 
orientation at this point are known. The draping process is given by the following 
scheme: 
1. associate a node Xo = (So, 1']0) of TF to the specified point of impact on the 

surface, 

2. compute step by step the nodes of T; , classified as ex -nodes, from the point of 

impact, associated with nodes (S,1']o) of TF , 

3. compute step by step the nodes of T; , classified also as ex -nodes, from the 

point of impact, associated with nodes (So, 1']) of T F ' 

4. compute cell by cell all the other nodes of T; , classified as p -nodes, from Xo 
and the nodes associated to nodes (s,1']o) and (So'1']) of TF . 

5. the nodes of T; associated with nodes (s,1']o) and (So'1']) of TF (the ex -nodes) 

are put on the surface along the geodesic lines emanating from the point of 
impact. 

Regarding the p -nodes, various algorithms are proposed [1,4,10]. Most of them use 

an analytical expression of the surface and formulate the draping problem in terms 
of non-linear partial differential equations. Other algorithms are also proposed to 
simplify these equations by using a discrete approximation of the surface by flat 
triangular face (i.e. a mesh of the surface). 
Based on this latter approach we propose a new algorithm using a mesh of the 
surface. The geodesic lines on the surface are approximated by the polylines plotted 

on the surface using linear orthogonal transformation in 913 to flatten the surface 
locally (these polylines become a straight line segment after these transformations). 
This allows us to determine the ex -nodes. The p -nodes are computed by solving an 

optimisation problem corresponding to determine a vertex of an equilateral quad 
plotted on the surface from the data of the three other vertices. This optimisation 
problem formulate the direction of the geodesic lines emanating from the searched 
vertex. 
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SUMMARY OF THE MECHANICAL APPROACH 

Several deformation modes may occur during the forming process of pre­
impregnated reinforcements, which can have a significant effect on the finished 
product. The formability of composite fabric is strongly affected by the fabric 
waving, the properties of reinforcements and the geometry of the mould. The 
prediction of the fibre distorsions, the yams and resin deformations and the final 
fabric shape are essential for the understanding of the forming process and the 
evaluation of the mechanical properties of the composite products. 
Woven fabric deformation involve large geometrical transformation, but the 
associated strains are small. Some models are proposed to simulate the deformation 
of these materials by forming process [2,3,7]. These models can predict the 
deformations of woven fabric and evaluate the influence of different parameters on 
the fabric behaviour during the forming phase. However, their disadvantages are the 
extreme complexity for the generation of a lot of degrees of freedom and the 
limitation to small studies. In order to predict structural behaviour of pre­
impregnated woven fabric, a new numerical model has been developed on a 
mesostructural level [2,3,5]. This model permits to take into account the various 
mechanical parameters, like, large angular variations of yams, viscoelasticity 
behaviour of resin, elastic nonlinear behaviour of yams and contact with friction 
between fabric and rigid tools. 
The basic assumptions for the mechanical draping are that: the warp and weft yams 
are assimilated as a truss which connecting points are hinged and the resin, 
considered as a membrane is, kinematically, coupled to the fabric at these 
connecting points. In this method, an initially flat fabric is first subdivided into a 
finite number of structured small grid which are called bi-component [mite 
elements. A bi-component [mite element contains two orthogonal elements 
representing the warp and the weft fibres and one membrane element representing 
the membrane resin. The effective cross sections of the truss and the effective 
thickness of the membrane are calculated by using the fibre volume fraction of the 
pre-impregnated fabric. The continuum motion of each connecting point, ensured by 
the non-sliding inter-fibre and the membrane resin, means that a nodal 
approximation for the displacement can be used. The global equilibrium is obtained 
by the total potential energy 

o(u) = J crmoDrnRdV + J cr~ oD~ds - J feudS - J f,udS + J piiUdV (1) 
n~lIIn Llim nc 0" n 

Using Green-Naghdi's objective tensor stress [8], the stress rate of the fibre 

depending on the stretching deformation D~, and the stress rate tensor of the resin 

crrnR , depending on the tensor strain rate DrnR , can be written at each time 10+1 as 
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t, t, 

The constitutive law of fibres is non linear and is written in terms of longitudinal 

modulus of stretching E~ depending on the principal elongation of fibre ",fL , the 

elastic modulus of fibre E f and the shrinkage factor Esh. The viscoelastiy behaviour 

law of resin is formulated in the time domain by the hereditary integral and using the 

relaxation time 'tk and the fourth order relaxation tensor Cij 

_~fL 

E~ (",fL ) = E f (1- e ).~e~) (fibres) 
-, 

Cij = (Cij r + ±(Cij j e ~ (resin) (3) 
I 

The highly non-linear system (Eq. I) expresses the mechanical dynamic equilibrium 
of the fabric and the tool at each time step. It can be solved either by an iterative 
implicit or by a dynamic explicit method. The latter is extremely robust and helpful 
in forming simulation since there are no iterative procedures to solve the global 
dynamic equilibrium problem. However, one should control, efficiently and 
automatically, the time step size in order to satisfy the accuracy and stability 
requirements (see Abaqus User's Manual [9]). 

NUMERICAL EXAMPLES 

Two 3-D composite forming simulations will be now presented in order to test the 
capability of the proposed methodologies to predict the fibre orientation and the 
fabric shape during the laying-up operation. These simulations are performed using 
the geometrical analysis computer code GeomDrap [9] and the FEA computer code 
Abaqus/Explicit [9]. The first example investigates the effect of the fibre 
orientations required to completely draping complex part without any defect (Figure 
2a). The second example shows the effect of the imposed fabric orientation on the 
quality of stamped composite part (Figure 2b). 

Figure 2. CAD of the composite parts 
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Geometrical forming 

The first example concerns the effect of the fibre orientations on the draped 
composite part using the geometrical draping of a base plate piece. The impact 
points is chosen at the centroid of the piece. Two different fibre orientations 
(0°/90°) and (-45°/45°) has been considered. Figure 3a (resp. Figure 4a) shows the 
resulting 3D surface lay-up for the (0°/90°) (resp. (-45°/45°)) fibre orientation, the 
2D corresponding flat patterns is illustrated in Figure 3b (resp. Figure 3b). It is 
clearly visible that, in the considered cases, the surface of the piece is globally 
draped. However, in the second case, a smaller area of the flat fabric is used (cf. 
Table 1). These results show the effect of the fabric orientation in the draping 
processes. 

Table 1. Numerical results of the geometrical draping 

Fabric length length of drape surface speed fall CPU 
of grid fabric quality covering grid/s rate second 

0°/90° 2 120 51.0 96.7% 27494 19.4 % 0.34 
-45°/45° 2 120 58.4 95.2 % 26368 30.8 % 0.35 

'1 III ... ' U ... tt:41 

aOGDllE'oa 21101!.., 

Figure 3. 3D surface lay-up of composite parts 

Figure 4. 2D Flat patterns of the composite parts 
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Mechanical forming 

The second example is the 3D deep-drawing simulation of a conical piece by 
experimental and mechanical approaches. Figure 5 shows the experimental shapes 
with respect to (0°/90°) and (_45°/45°) fibre orientations for 100 mm displacement 
of the punch. Notice that, the woven fabric material is highly anisotropic and the 
initial directions of the fibre influence the final resulting shape. Figure 6 presents 
shaded contours interpolated from the map of the shear angle of (0°/90°) and (-
45°/45°) fibre orientations. Figure 7a shows the variation of fibre shear angles along 
the diagonal lines of the final shape. The local shear angle is represented by the 
orientation of the deformed truss elements (warp and weft) representing the fibre 
behavior. From this figure, it is clear that for (0°/90°) fibre orientation, the zero 
shear angle corresponds to the transition zone within each of the four quarters 
corresponding to the four comers of the conical punch. The shear angles of 
deformed elements are less than 45°. For (-45°/45°) fibre orientation, the zero shear 
angle zone extends around the diagonal-lines of the fabric. Figure 7b shows the 
variation of fibre shear angles along the median axes of the fmal shape. The shear 
angles of deformed elements are less than 40° and prove the accuracy of the model. 

Figure 5. Experimental shapes 

Figure 6. Iso-values afthe shear angles of the fibres 
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Figure 7. Angular distorsions along the fabric lines 

CONCLUSION 

An efficient numerical approach has been presented to simulate accurately the 
draping of composite fabric. The numerical simulation is made up two steps: 
geometrical draping and mechanical draping. The geometrical approach is used to 
optimise the draping process by improving the lay-up orientations and the location 
of the point impact (pre-dimensioning step). The mechanical approach completes the 
dimensioning procedure. 
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DESIGN PROCESS MODELING OF PROCESS 
PLANNING FOR FLEXIBLE LINES BASED ON 
CONCEPTUAL GRAPHS AND DESIGN RULES. 
APPLIED TO CYLINDER HEAD MACHINING 

Abstract. Process planning for mass-produced parts in the manufacturing industry requires a long and 
critical approach as both product/process data interaction and technical and cost-effectiveness parameters 
are crucial. Within the RENAULT Powertrain Division, the scope of our research work is to define 
process plans for prismatic parts machined on flexible production lines. A process plan is the outcome of 
a constraints analysis based on quality, cost, lead time, strategy and innovation goals. The first step of 
our work consists in identifying and formalizing any constraints: manufacturing process constraints 
(machining, assembly, etc.), product geometry, functional constraints (camshaft bearing lines, 
combustion face, etc.) and production constraints (volume, mix, etc.). Using conceptual graphs 
associated with the Design Rules methodology enables us to view precisely several functional conditions 
to be met for a product. One of the key features of the Design Rules methodology is to provide feasibility 
areas used to assess whether a product mayor not be machined on a production line. In addition 
conceptual models are also used to identify and set procedural rules to limit technical risks and re-use 
already developed practical skills. 

1. INTRODUCTION 

The work presented in this paper has been sponsored by RENAULT's Research 
Branch. The field of study includes process planning modeling for prismatic parts, 
and in particular cylinder heads. For about four years, the Mechanics Branch has 
been setting up flexible production lines that can handle variations in volume and 
mix (different cylinder heads) . 

............ .':~~:': .. .. .. ..... jJ. ...... } ~~ 
-.' idenl; fiC31;on fonnalisation 

Scope o/OllrSllldy 

Figure 1. Scope of Our Study 
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Process planning is the outcome of processing various requirements (requirements 
handled by the process planner, but also by the project leader, machine manager, 
etc.). Our goal consists in identifying and modeling these requirements in order to 
feed them into a process modeler "Figure 1". This paper describes first the Design 
Rules approach used to capitalize and formalize craftsmanship. The second part 
covers product/process constraints modeling using conceptual graphs. 

2. KNOWLEDGE eAPIT ALIZA nON 

The Design Rules methodology [1,2] used to capitalize and formalize craftsmanship 
is used here to identify constraints. One of its key features lies in the representation 
of validity domains associated with the product/process parameter combination. The 
main steps required to provide product feasibility areas are described hereafter. The 
following example shows the overall machining process for a cylinder head. The first 
step consists in building the manufacturing macro-process "Figure 2". This is the 
sequence of process activities with functional links added that show the mutual 
influence of these activities (e.g.: valve guide and seat assembly and cylinder head 
combustion face machining). Resources and entities to be processed are also 
assigned to each activity. This step consists in gathering expertise and brainstorming 
sessions with the department in charge of cylinder heads industrialization. 

Figure 2. Partial Macro-Process for Machining a Cylinder Head 

A list of existing products matching the values of the product/process parameters is 
then drawn up for a given process operation "Figure 3". Only the parameters that 
significantly affect an operation are retained. 
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Figure 3. Component/Equipment and Product/Process Parameter Table, Applied to the Valve 
Guide/Intake Seat Boring Process 

The third step consists in finding the functional conditions CFj to be met for the 
operation and the major parameters. CFj = f;{p}, p], ... , p,J models are provided, 
where p}, p], ... , Pn are product, process parameters or parameter combinations and/; 
coupling functions. The last step consists in graphically representing the models 
previously determined "Figure 4". This representation features a scatter plot, where 
each point corresponds to an existing product manufactured on a production line. 
Sometimes several parameters may be consolidated in the form of 'composite 
parameters'; this combination, generally more typical for the experts, decreases the 
dimension of the CFj model, which makes graphical representation easier. 
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Figure 4. Product Feasibility Domain 

The Design Rules approach is based on capitalizing on the company's craftsmanship. 
In an innovation context, the representation of the product feasibility domains will be 
used to consider integrating a new part into existing flexible lines as critical 
parameters outside the validity domain can be identified sooner. 
The Design Rules approach requires that the domain entities be defined first. The 
obvious choice was to identify the manufacturing features; these are then classified 
with reference to their attributes and toleranced geometrical items. 

2.1. Manufacturing Feature 

The expertise breakdown approach is based on the manufacturing feature concept 
"Figure 5". Manufacturing features are used to provide the players [3] involved from 
design to manufacturing [4,5] with a better understanding of a part. These include 
therefore both product and process data [6,7] . The definition hereafter should be 
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compared with the GAMA group's definition [8]: a manufacturing entity features a 
number of geometrical surfaces with attributes (surface condition, tolerancing, etc.) 
and a known sequence of operations (machining, assembly, Heat Treatment, etc.). 

Figure 5. Detail of a Feature's Product Part 
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2.2. Manufacturing Feature Classification 

After identifying features for the cylinder head camshaft bores function, these were 
classified from a product viewpoint based on their attributes (diameter, tolerances 
and surface condition) and toleranced geometrical items (axis, face, etc.). The 
information has been taken from methods oriented drawings. 

2.3. Camshaft Bearing Lines Case Study 
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Figure 6. Detailed Machining Process for Camshaft Bearing Line Feature per Type of 
Cylinder Head (F4, F9 and G9) 
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Cylinder head camshaft bearing line machining is a highly complex operation. 
Selecting the machining parameters (i.e., number of passes) requires craftsmanship 
know-how related to using special tools (reamers) with tight design tolerances. 
The machining process "Figure 6" used by Renault is not set and this leads to 
process variants from one process planner to the next and to significant process 
differences from one type of cylinder head to the next (8 or 16 valves, number of 
bearings per camshaft): figure 6 shows the machining process for cylinder head 
camshaft bearing lines for three types of parts: F4, F9 and G9. The main differences 
lie in the number of passes per entity, selecting the entities to be machined and 
selection of tools (shouldered or not) . These differences come from the design 
dimensioning which is different from one cylinder head to the next, the part's 
geometry, and are also related to the process planner know-how. 
The operation is broken down as in the first step of the Design Rules methodology: 
the process activity sequence is described for each product (G9, F4, F9), and each 
activity is assigned resources and processed entities "Figure 7". 

Canu:b:aIc 0,,"" Bearing F9 
Unc-s 

Enriti_ 
Tools .... .... .... .... .... .... 

CU Saxu 
.... .... .... 

Figure 7. Machining Micro-Process for Cylinder Head Camshaft Bearing Lines 

2.4. Expertise Feedback & Craftsmanship Rules 

Our expertise feedback approach is based on the process planner who handles the 
manufacturing features and whose line of thought generates the process described in 
Figure 9: operation sequencing, selecting the entities to be machined per operation, 
selecting the tools required for the operation, etc. Identifying the bidirectional links 
between product/process parameters and determining the know-how rules are used to 
build a craftsmanship knowledge base [2]. 
These expertise rules are currently under review. Those already established are of the 
'if, then, else' type "Figure 8" . The following three types have been defined fl, f2 and 
D. Figure 8 shows each of them applied to machining a coaxial seal housing on a 
bearing. The goal is now to be able to represent and process this set of rules with 
their interactions. These will include relations and constraints that will be modeled 
using conceptual graphs. 
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3 fl: if {parameters }Product then {parameters }process 

if 0housing= 0p and H = Hp and R = Rp and locabearing = loca 0d2 and no restriction 

then nb _passes = 2 

3 f2: if{parameters }process then {parameters }product 

iftooUype = shouldered and machining_type = finish and nb_assembly = I 
then coax 0dIlM-N Ok 

3 f3: if {paramo }product/process then {parameters }process 

if cycle time = tcy and coax 0dIlM-N and M-N is locabearing 0d2 

then shouldered tool finish 

Figure 8. Sample Expertise Rules 

3. MODELING CONSTRAINTS 

This involves modeling and describing the line of thought behind the machining 
process, i.e., the entire product/process constraints. In order to do this, the 
parameters describing product industrialization, such as tool selection, type of 
operation, number of machining passes per entity, sequence of operations, type of 
assembly, etc., had to be determined. 
In order to structure these data, a representation tool was required to identify any 
type of relation between any object and its attributes, but the objects also had to be 
broken down and tiered [9]; in addition, the tool must also allow model simulation 
using in particular external data handled by experts (tools databases). The models 
thus defined must be understandable by every expert from the various trades. 
Conceptual graph modeling was retained as it features the following advantages: 
Both static and 'dynamic' appearance of the models, in particular when concept 
instances change. Processes can therefore be simulated. 
Ability to define specific concepts such as database or function concepts used to 
access data external to the model. 

3.1. Conceptual Graph Modeling 

A conceptual graph is an abstract representation comprising nodes called concepts 
and conceptual relations interlinked by arcs [ISO/IEC 10646-1]. 

3. J. J. Definition 
A more formal definition is provided by M.-L. Mugnier [10]: a conceptual graph 
"Figure 9" is related to a base S which defines the basic vocabulary used to represent 
knowledge handled in a domain. A base is described as S = (Tc. TR, s, I, t), and 
includes: Tc a set of the types of concepts, TR, a set of the types of relations, s which 
assigns the maximum type of each of its arguments to any type of relation, I a set of 
individual markers, t an application from I to Tc which assigns a type of concept t to 
any individual marker m. 
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Tc: Partial Concept Type Lattice, I = {boring, 123 I, M4, blank}, t = {(boring, entity), (123 I, tool), (M4, 

assembly), (blank, operation)} 

Figure 9, Partial Sample Base S = (Te, 1, t) 

A basic conceptual graph "Figure 10" is a graph entered as G = (R, C, U, label) 
where: 
- Rand C are two classes of nodes known as relation nodes and concept nodes (with 
C different from zero), 
- U is a set of edges, the set of edges adjacent to a node r is fully sequenced, 
- Label: Each node has a label defined as follows: 

ifr E R, then label(r) = type (r) E T R; if c E C, then label( c) = (type( c), ref( c)) 

3.1.2. CharGer© Modeling Tool: 
The modeling tool used has been developed by the University of Alabama, The 
conceptual graphs built with CharGer© [11] are used to: 

- build animated data models upon instance changes, 
- model static data (properties, etc,) and processes (database searches, function 
calculation, etc.) in multi-contexts and to simulate them [12,13]. 

Figure 10, Simple Conceptual Graph 

Figure 10 shows a simple conceptual graph formalizing the relations between a tool 
and its characteristics. Concepts are defined by rectangles, and ellipses and diamonds 
define conceptual relations. The Tool features three attributes (tag, diameter, type). 
If the tool number is considered as system input data, a change in tool number value 
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automatically triggers an instance update for the other three attributes via a dynamic 
linle The associated database is of the text type (DBoutil. txt) and contains the fields 
as specified in the graph from Figure 10. 

3.2. Identifying product-process constraints 

As to the constraints related to building a process, only the manufacturing constraints 
establishing links between product and process parameters have been taken into 
account so far. Assuming a bore with known geometrical characteristics, the 
simplified conceptual graph "Figure 11" of the bore entity features generic product 
(characteristics) and process (operation and tool) concepts. The relations between 
concepts are either basic links {POSS (possesses), CHRCED (characterized), SUP, 
INF} or mathematical relations {functions} or database searches {dbfind}. The 
representation tool CharGer© is also used to simulate the change in values of each 
concept based on the dynamic operator defined. In this example "Figure 11", the 
major parameters for a tool (length and diameter) have to be defined. This graph 
shows how selecting tool parameters is restrained by product information [14]. The 
bore depth and diameter tolerance determine the tool length and diameter which are 
read through a search in the DBCPI.txt database. Likewise, the quality and condition 
of the bore surface will determine the type and sequence of the operation. In this 
case, database searching is based on a heuristic process. 

Figure 11. Product/Process Constraints 

3.3. Expertise Modeling 

Formalization, analysis and assessment of the manufacturing constraints based on 
experts' know-how are the main goal of our modeling work. Conceptual graphs are 
used to express the expertise rules in the form of relations between concepts and 
links, and to simulate their application. 
The conceptual graph from Figure 15 shows an feature breakdown for camshaft 
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bearing lines. Each entity Bearing 1, Bearing6 and Seal_housing from the product 
viewpoint features geometrical items and attributes. All of this information is 
detailed in the form of nested graphs [10]. The expertise rules described earlier /1,12 
and 13 (see section 2.4) are formalized according to their description "Figure 8". 
These represent the links between product (known) and process (to be explained) 
data. This is then used to establish the heuristic processes, i.e., the dynamic links 
assigned to /1 ,12 and 13, and to simulate lines of thought. 

Figure 12. Constraints Graph Model Defined from Expert Rules 

All of these models are currently under review. They are related to camshaft bearing 
line functions and related functions, and will then be extended to the entire cylinder 
head functions. This first step will also be used to feed information into knowledge 
bases for a CAD/CAM tool. 

4. CONCLUSIONS AND PROSPECTS 

In a highly competitive and innovative context, representing expertise domains 
related to a set of product characteristics associated with process characteristics is a 
major issue. These domains must be used to consider integrating a new part into 
existing flexible lines as critical parameters outside the validity domain can be 
identified sooner. This is the first goal of the research work undertaken in 
cooperation with RENAULT. The approach used is based on the Design Rules 
methodology associated with conceptual graph constraints modeling. The long run 
goal is to design a computer tool built into a CAD/CAM modeler to help designing 
mass-production process plans for flexible machining lines for prismatic parts. This 
product/process data integration tool as a process engineering consolidator (man, 
cutting tools, machine manager, line leader, etc.), will make decision making and 
selecting parameters easier (adding or removing constraints), both at strategic and 
product detail level. 
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DETERMINATION OF VIRTUAL MEANS FOR THE 
INTEGRATED DESIGN 

I. INTRODUCTION 

Process planning of mechanical parts is mainly based on experts' know how 
(Vandenbrande et aI., 1993). From this know how, we can extract constraints 
associated to the description parameters of the parts. Usually, all the shapes and 
geometric parameters chosen by the designer do not satisfy machining constraints, or 
at best, reduce the options for the manufacturing preparation stage (Gayretli et aI., 
1999). To overcome this situation, companies must react by abandoning traditional 
design and manufacturing practices for new concepts like concurrent engineering or 
simultaneous engineering. 

Concurrent engineering is based on two mechanisms. The first one is the increase 
in the sharing of information since the beginning of the design project to reduce work 
redundancy as well as downstream work (functional participation). The second 
mechanism is the extension of the overlapping of the activities carried out within the 
various services of a company (Bhuiyan et aI., 1999). In CAD/CAM the combination 
of both mechanisms is the basis of DFX (Design For X). The objective of DFX is to 
work out design decisions of products and processes simultaneously by inspecting 
their relations (Huang et aI., 1999). This task includes the development of constraints 
associated to products and machining processes. There exist several constraints 
related to: the various shapes of parts, the relations between shapes and processes and 
the means (machine tools and cutting tools). By satisfying these constraints as soon 
as possible it is possible to ensure that the part has an intrinsic possibility to be 
manufactured (Brissaud et aI., 1998). 

This paper deals with the determination (or specification) of the virtual means. 
This task is a part of a general application "Virtual VIEW" (V-VIEW) which 

objective is to provide an assistance tool for the integrated design of mechanical 
parts. The means are cutting tools and machine tools. 

2. CONTEXT AND APPROACH 

The context in which our general application V-VIEW is used is presented in 
Figure I. It brings out two universes: 

the first is the idea universe in which designers propose technical solutions 
ensuring functions defined by functional requirements 
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the second is the model universe which gathers the product model and the means 
(machine tools and cutting tools). 

Figure 1. Environment of the assistance tool V-VIEW 

The application V-VIEW is used to quickly verify the manufacturability of the 
parts and then to identify the shapes which are not manufacturable or manufacturable 
with difficulty. The means are simply represented by their models. When the 
manufacturability of a given part is ensured, the real means are defined in the process 
planning stage. 

The CAD model of the part and the models of the means presented in the model 
universe (see Figure I) form the basis of V-VIEW. From these models, our approach 
consists in defining the constraints which associate the geometric elements of the part 
model to the parameters identified in the models of the means (the simplified model 
of cutting tools and the simplified model of machine tools). In terms of the 
determination of the means, we seek to satisfy the constraints thus elaborated. 
Procedures for the application of the constraints are created to improve response time 
of the V-VIEW application. 

3. BASIC MODELS 

3. f. Simplified Model of" Clilfing Tools 

The cutting tools are revolving tools used in milling of prismatic shapes. For this type 
of shapes, the tools generally used are drills, 2 or 3 flat end-mill tools and tee slot 
mills or dovetails. With these tools, surfaces can be machined in point milling and 
flank milling with a side or an axial plunge. These types of tools and machining 
modes form the framework of the simplified model. In this model a tool is 
represented by one axis to which we associate tlat ends (a main end and possibly a 
secondary end) and/or a generator. The schematic representation of this simplified 
model comprises the axis (half right-hand line). flat ends (segment of lines) and the 
generator (segment of lines). 
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The functional surfaces of the tool which can be with three are indicated in the 
following order by BGB (main end B, generator G and secondary end B). In the 
designation of the type of cutting tools, the defect of each of the three functional 
surfaces is specified by the letter X. 

This simplified model which includes 4 tool classes (see Figure 2) is used for the 
specification of the cutting tools. It is quite obvious that for the choice of cutting tools 
in the development stage of the machining process, the parameters (in a very reduced 
number here) must correspond to those defined in the catalogues provided by the 
cutting tool manufacturers. It is for this reason that the simplified model has to 
integrate constraints defined either explicitly or not as the case may be by the cutting 
tool manufacturers. 

Figure 2. ClIlling loo! classes 

3.2. Machining Feature Model 

From the CAD model of a given part, we seek to identify the machined faces in order 
to evaluate their manufacturability. This set of machined faces created according to 
the process planner 's point of view corresponds to the concept of machining feature 
largely described in several works (Tassel et aI., 1997; Salomons, 1995). 

In our approach. the set of machined faces (machining feature) is determined on 
the basis of the concavity of their common edge (see Figure 3a). Indeed, when the 
material angle fJ. between two faces (along their common edge) is equal to or higher 
than 1 RO°, the machining of the one face cannot be done independently of the other 
ones (Deneux et aI., 1994). 

I'" . CllI'"'.' 

(a) - I tienliji.-lIl;/IIr 
IIf lire edge., 

Figllre 3. RepreSenlaliol1 o(rlle I/wellillillg featllre 
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A classification of the machining features can be made by analysing the 
adjacency graph of the set of faces identified. In this classification, we distinguished 
three main classes (see Figure 3b): cavity (a face is linked to all the other faces), 
aperture (each face is linked to two others thus forming a loop) and depression which 

is the general case of adjacency. 
When a cavity is identified, we can seek to associate to it a cutting tool of the type 

BGX whose end B will machine the face related to all the others. In the case of an 
aperture, a cutting tool of the type XGX can be specified. The association of the 
cutting tools to the machining features supposes checking the compatibility of the 
material angle between the different faces. The machining features of this third class 
called depression require a non-determinist analysis for the association of the cutting 
tools. When a face on the part does not belong to any machining feature, it can be a 
link face or a boundary face (see Figure 3c). 

3.3. Simplified Model o{Machine Tools 

A milling machine tool has a mechanical structure with 3 cartesian axes X, Y and Z. 
On this type of machine, the orientation of some faces (or machining features) can 
only be obtained when using a specific part holder presenting adjustable supports. 
The high number of part holders as well as the cost of their manufacturing and 
adjustment lead us to consider the choice of alternate machines with 4 or 5 axes. The 
first parameter that must be specified during the choice of a machine tool is thus the 
number of useful axes. The positioning of a machining feature in the coordinate 
system of the machine tool requires one to know the orientation of one of the faces of 
the machining feature and the position of the limit points of the machining feature. 
The position of the limit points is determined using the kinematic parameters of a 
machine tool. 

The specification of the kinematic parameters of a machine tool has already been 
presented in several papers (Tassel et aI., 1997; Mery, 1997). Two models are 
generally used for this specification. The first model is the Denavit-Hartenberg 
model largely used in robotics (Khwaja et aI., 1998). It is based on the description of 
the articular parameters of the machine tool. The second model is defined using the 
parameters controlled by the Numerical Controler (NC) unit of the machine tool 
(Mery. 1997). In our approach. we chose to include the parameters controlled by the 
NC unit (Xm. Ym, Zm. Am and Bm) in the simplified model of machine tools. The 
transition from these parameters to the model of Denavit-Hartenberg is carried out 
once the complete kinematics of the machine tool is determined. 

In the case of the milling machines. the axes of the coordinate system correspond 
to the directions of three basic translations X. Y and Z in the simplified model of 

machine tools (see Figure 4). A and B are two rotation parameters which can be 
associated to the directions X, Y or Z. To the parameter "axis of machine (ABXYZ)" 

we added two others: the capacity according to the machine spindles and the types of 
machining operation performed. 
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4. DETERMINATION OF THE MEANS 

4. J. Determination of the Cutting Tools 
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The parameters defined in the simplified model of cutting tools can be determined 
when the type of one tool is gi ven. According to the arrangement of the faces in the 
cavity and aperture classes of machining feature, their identification leads to the 
direct determination of the BGX and XGX cutting tool types respectively. In our 
approach, all the information required for the determination of the cutting tools are 
attached to the new concept of Minimal Machining Configuration (MMC) 
developed. Thus, an MMC is defined by: 

the type of the cutting tool (BXX, XGX, BGX or BGB), the position of its axis 
(directiun and side defined according to the characteristics of the machining 
feature) and the parameters R, r, H and ~ defined in the simplified model, 
the faces of the machining feature machined by the cutting tool. 
To determine the MMC of the machining features identified in the CAD model of 

the parts, we seek to satisfy the constraints defined for the cutting tools. 26 
constraints, 9 for the XGX tool type, 9 for the BGX and 8 for the BGB have been 
defined (Duong et aI., 1999). As their presentation here would be too long, we thus 
limit the presentation to the constraints related to the MMC of the type BGB. 

4.2. Constraillts and Procedure 

Theoretically, a BGB cutting tool can be used to machine at least two faces and at 
most five faces. To identify an MMC of this type, let us take two sets offaces B={ fi, 
fj) and F={ g" / k= I to n). The faces fi and fj are machined respectively (unless 
otherwise stated) by the two ends B I and B2 of the cutting tool. The faces g" of the 
set F are machined by the generator G of the cutting tool. 

Let us consider Pi one point of the face fi and P'i the image of Pi by orthogonal 
projection on the face fi. The 3 following constraints express that both faces are 
opposite each other and also specify the position of the faces of the set F (see 
Figure Sa) . 
. Constraint C I: 

. Constraint C2: 

.Constraint C3: 

fi and fi are plane faces. 

Pi P~ i' ~ > 0 and ~ = - ~ . 
All the faces of the set F h,ive a concave link with the faces fi and fj' 
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Figltre 5. Arrangement afthefaces in the machiningfealures 

In the example presented in Figure 5b, the faces fl and f3 have the material angle 
equal to 900 whereas that of the faces f, and f4 is different from 90 0 • In this case it is 
impossible to machine both faces with only one MMC of the type BGB. In addition 
the fact that the axis of the conical blending face is not perpendicular to the face fl 
makes it impossible to machine it with an MMC of the type BGB. The 2 following 
constraints can be used to validate all these situations . 
. Constraint C4: All the faces of the set F have the same out-of-material angle (as 

opposed to the material angle) with the face fi . 

. Constraint C5: The axis of any cylindrical or conical face belonging to the set F is 
perpendicular to the face f j. 

In the example presented in Figure 5c, the set F consists of two islands of 
cylindrical faces. The machining of these two islands by an MMC of the type BGB is 
impossible, at least in terms of the space which separates them. Moreover, as the face 
f7 is concave to the face f, we can consider the machining of f) by surface B I of the 
cutting tool expect that the dimensions and position of the face f2 give accessibility. 
According to this observation, the simultaneous presence of the faces f7 and f8 makes 
it impossible to machine the feature by an MMC of the type BGB. The constraints C6 
and C7 presented below are defined for these situations. The last constraint C8 
expresses the fact that the use of such an MMC can only be justified if the set F is not 
empty . 
. Constraint C6: 

.Constraint C7: 

Whatever the pair of faces of the set F considered, there will always 
be a path allowing to go from one to the other by gradually 
traversing the faces of set F. 
At least one of the faces of B is not concave to faces not belonging 
to F. 

.Constraint C8: The set F is not empty. 

According to the procedure used for the application of constraints, one must start 
by seeking the potential faces fj and fj of the machining feature which satisfy the 
constraints C I and C2. Then, we create the set F by applying the constraint C3 to the 
other faces of the machining feature. Finally, after the elimination of some B sets 
which not satisfy the constraint C8, we apply in order constraints C7, C5, C6 and C4. 

The parameter ~ is computed starting from the material angle obtained during the 
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application of constraint C4. The limit value Hmax of parameter H corresponds to the 
distance between faces fj and tj. It~ determination leads to the specification of an 
interval [Hmin, Hmaxl. Hmin is a constant value fixed by the manufacturers of 
cutting tools. For the determination of the parameters Rand r, we have developed a 
method based on the calculation of the minimal distance between the concave edges 
(Mawussi et al., 2(00). 

4.3. Determination of'the machine tools 

For a given machining feature, the determination of the parameters of the simplified 
model consists of the following tasks. The identification of the boundary faces for 
their use as the leading plane of the set up of the part, the analysis of the orientation 
of the axes of the cutting tools defined in the various MMC and the evaluation of the 
accessibility to the faces of the machining feature by the cutting tools. 

For the identification of the boundary faces, we seek for faces which are 
perpendicular to the axis of the cutting tools and which satisfy the accessibility 
constraints. The evaluation of the size of the boundary faces leads to the choice of the 
face (or the set of faces belonging to the same surface) which provides the greatest 
stability of the part. In the example presented in Figure 6, the face f4 will be selected 
for the machining of the hole. 

Flgllre 6. Positioll (If' the /I/(/chillillgfeature 

In the example presented in the Figure 6, the analysis of the orientation of the tool 
axis leads to the determination of the angle a. The controlled limit points of the 
cutting tools are computed at the level of the evaluation of the accessibility of the 
faces of the machining feature. 

The change from the data defined at the end of the three tasks presented below to 
the determination of the parameters of the simplified model of machine tool requires 
the classification of the machining features based on the different directions of the 
axes of the cutting tools. From this classification, we can define the directions of the 
three basic axes X, Y and Z. For any other axis which is non parallel to X, Y or Z, we 
determine its orientation angles A and 0 in the coordinate system created from XYZ. 
These orientation angles correspond to the rotation angles around the defined A and 
B axes of the machine tool. When a machine tool is identified, its capacity is 
determined by evaluating the limit points associated to the manufacturing of the 

machining features. Finally. the types of machining operations are defined according 
to the type of MMC resulting from the determination of the cutting tools. 
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5. CONCLUSION 

In this paper, we have presented a part of our work related to the determination of 
cutting tools and machine tools. The approach presented is based on constraints 
associating the parameters of the simplified models of these means to the geometric 
characteristics of the faces composing the machining features identified on a given 
part. The simplified models of the means are derived from their virtual 
representation. 

This approach is currently being validated through industrial case studies. The 
average response time (3 minutes) recorded during the validation experiments lead us 
to consider a new optimization of the application developed using CATGEO and 
IUA (development tools) associated with the CAD/CAM software CATIA provided 
by DASSAULT SYSTEMS. 
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SELECTING MATERIAL HANDLING EQUIPMENT 
WITH PROMETHEE 

Abstract. The authors present a comprehensive approach to select material handling equipment (MHE) at 
assembly line design stage. They defined a two-level MHE typology, namely generic types and specific 
equipment, to describe the numerous available systems. Based on this description, the system identifies 
the most suitable equipment in two stages. At the primary stage the performances of basic types are 
evaluated for the considered problem. Having chosen one (or more) generic equipment, specific informa­
tion is used to evaluate and select the appropriate specific one. The main originality of this work is the 
application of a multicriteria decision-aid method, called PROMETHEE II, embedded into a decision 
tree. At each selection stage (node of the tree), eligible solutions are ranked according to a global evalua­
tion of their performance for the considered parameters. The ranking is computed thanks to criteria and 
weights. allowing the user to accurately describe the selection process. Industrial case studies, which 
validate the approach, are presented. 

1. INTRODUCTION 

Material handling equipment (MHE) selection implies choosing handling equipment 
that best meets the requirements in terms of production (respect of the cycle time 
[CT]), material (weight, shape), moves (available space), etc. As material handling 
usually intervenes for an important part of the production costs, the choice of an 
efficient conveying system is an important step in the line design. Examples of 
spectacular productivity improvements thanks to a redesign of the material handling 
strategy (see for instance (Witt, 1996)) show that this issue cannot be neglected. 
Ideally, MHE selection and product design should be performed concurrently as 
proposed by (Atmani and Dutta, 1996) who advocated for the adaptation of the 
product design to the capabilities of available MHE. 

There is not always a clear answer to the best way to handle material. In some 
cases there are a number of different methods which satisfy the requirements. This is 
why MHE selection is an important stage in facilities planning or in assembly line 
design, which is the authors' field of investigation. Choosing the right method does 
not only involves cut-and-dry mathematical techniques, but also relies on personal 
judgement and expertise. As it is necessary to take several parameters into account, 
some being crucial and other being more design sensitive, one needs to provide the 
designer with an interactive method, allowing him to easily trace the effects of his 
choices on the proposed solutions. 

In this study, the authors present a new methodology to help the assembly line 
designer to choose the right MHE to convey the product from station to station in 
assembly lines. The system is based on a multicriteria decision-aid method embed­
ded in a decision-tree. The system outputs a quantitative ranking of the most suitable 
solutions out of a set of 21 standard systems, widely used in paced assembly lines. 
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This paper is organised as follows: previous work on material handling selection 
is first described in section 2; section 3 explains the selection methodology; the pos­
sible solutions for the problem and the criteria taken into account are presented in 
section 4; the application of the selection algorithm to industrial case studies is then 
reported in section 5 before conclusions are drawn. 

2. LITERATURE OVERVIEW 

As the MHE selection process highly depends on the evaluation of solutions, ex­
pert systems (ESs) have widely found their way into this problem. (Cole et aI., 1987) 
presented one of the first selection ESs, called MOVE. It addresses only six kinds of 
equipment, which is quite limited in scope, but includes the basics ofES, namely IF­
THEN rules, to describe the selection process. (Fisher et aI., 1988) presented an ES, 
MATHES, which deals with 24 types of equipment (not especially assembly fo­
cused) and uses eight parameters to accomplish the selection. MATHES computes a 
certainty factor CF for each eligible equipment, resulting from expert selection, to 
rank the solutions. Unsuited resources are eliminated during the selection if their CF 
is too low. So a solution considered to be poor according to one criteria will a priori 
be eliminated. (Bookbinder and Gervais, 1992) developed an ES using filters to se­
lect a basic equipment type, and a multiple attribute decision-making methodology 
to select and rank the best solutions out of 30 potential ones. The system takes six 
attributes (pertinent parameters) into account and computes an evaluation of the al­
ternatives to determine their performance. The global performance of an equipment 
is computed by evaluating its distance to an ideal fictitious one. This distance is al­
tered by weights, allowing the user to define the relative importance of each attrib­
ute. This methodology introduces the idea of multicriteria ranking, but the 
evaluation of the solutions is computed with a weighted sum. ADVISOR is another 
ES described by (Chu et aI., 1995). On the basis of IF-THEN rules, ADVISOR 
computes a value called normalised accumulated rating (NAR) to rank the suitable 
solutions out of 77 equipment types. This NAR is computed using an arithmetic 
mean of the scores obtained by an equipment for the selected factors (each equip­
ment having a different score for all the discrete values of the parameters). This 
technical ranking is followed by a filtering: a minimal acceptance level is to be 
reached for an equipment to be considered as a candidate solution. The final choice 
is made on the basis of an economical analysis taking into account operating costs, 
investments, resale value and payback period. ADVISOR is certainly the most com­
plete approach to the MHE problem. Unfortunately it suffers on the previously 
mentioned drawback: the ratings are computed using an aggregation method. In the 
field of assembly, (Boothroyd and Dewhurst, 1991) proposed a classification of the 
assembly systems and selection charts based on the annual production, the average 
number of parts in a product variant, and the total number of components in the 
product family. (Sinzinkayo et aI., 2000) later refined the selection using fuzzy logic 
to avoid the abrupt transitions between solutions in Boothroyd's charts. Possible 
solutions are given a confidence level, which permits to rank them. 
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3. SELECTION METHODOLOGY 

The MHE selection problem as stated in the introduction naturally leads to a meth­
odology reproducing a human's expertise. As shown in the literature overview, ESs 
have been widely applied to that problem, leading to an a priori classification of the 
equipment but to a poor relative evaluation of the suitable solutions. The authors 
propose to state the problem as a multicriteria decision-aid one. 

An originality of the proposed approach is that the selection is performed by go­
ing through a decision tree which branches are developed according to the results of 
a multicriteria decision-aid problem. Each node constitutes an independent decision 
problem. The idea is to cluster the potential solutions and to perform a multi-level 
selection. At each selection stage the possible solutions are ranked and each prom­
ising one yields a node being further developed in the solution tree. This node con­
tains a new multicriteria decision-aid problem, with its own criteria and its own 
possible solutions. 

In order to develop such a tool, it is necessary to describe the problem as a hier­
archical one. The methodology is indeed based on the idea that it is possible to find 
a clustering of equipment, in terms of criteria and solutions, allowing the multi-level 
approach. As further discussed in the next section, MHE has been classified into 
several generic categories, allowing to propose a two-level typology. The multicrite­
ria decision tree will consequently have two selection levels. 

In order to solve the multicriteria decision-aid problem, the authors opted for the 
PROMETHEE II method because of its ease of application, its efficiency and its 
interactivity (thanks to a transparent influence of each criterion on the proposed 
ranking). A complete description of the theory related to the PROMETHEE II 
method is out of the scope of this study. For more details about it, the reader is in­
vited to refer to (Brans and Mareschal, 1994). It is however important to know that it 
computes a "net flow" lP associated to each solution. This flow yields a ranking, 
called the PROMETHEE II complete ranking, between the different solutions of the 
problem. The rules defining this ranking are: 

{
ap ll b ~ lP(a) > lP(b) 

aI II b ~ lP(a) = lP(b) 
(1) 

It means that solution a is preferred to solution b if and only if lP(a) > lP(b), and 
that solutions a and b are indifferent if and only if lP(a) = lP(b). The main advantage 
of this evaluation methodology is that it is based on the importance of a performance 
difference between two solutions, which best describes whether a solution should be 
preferred to another. It is also important to know that a weight is associated to each 
criterion. These weights are involved in the computation of the lP flows and repre­
sent the relative influence of one criterion with respect to the other ones. PRO­
METHEE II allows to compare completely different criteria and avoids 
inconsistencies arising with the use of a weighted sum. 
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An important feature of the developed selection tool is that the application of 
PROMETHEE II can be preceded by an optional filtering stage, which eliminates 
MHE completely unsuitable according to some criteria. The ranking is then per­
formed on the remaining solutions. 

4. MHE TYPOLOGY AND EVALUATION CRITERIA 

On the basis of general definitions of MHEs (Tompkins et al. 1996; CICMHE; Pe­
ters et aI., 1998), the authors defined a classification system for 21 standard equip­
ment, commonly used to transfer the product from station to station in assembly 
lines (both manual and automated ones). Five generic categories are defined as fol­
lows: 

synchronous system with indexing device (SSID): rotary table, linear system; 
synchronous system without indexing device (SSWID): slat conveyor, trolley 
conveyor; 
asynchronous system with active conveyor (ASAC): roller conveyor, band belt 
conveyor, belt conveyor, chain conveyor, skate-wheel conveyor, power and free 
system, inverted power and free system, monorail; 
asynchronous with autonomous pallet (ASAP): autodrive pallet, Montrack, 
automated guided vehicle (AGV), automated electrified monorail (AEM); 
non powered system (NPS): "nothing", NP rollers, NP skate-wheels, NP ball 
table, NP chariot. 

This classification is essential in the methodology, as it defines the eligible solu­
tions for each node of the selection tree. 

Table 1. MHE selection criteria by type. 

Product and components 
Mass [kg] Shape [cyl/paral] 
External envelope [cm] Number of variants [number] 
Number of components [number] Component quality [% good parts] 
Abrasive component [yin] Dirty components [yin] 
Greasy component [yin] Fragile components [yin] 
Product type [mechanical, electrical, electro-mechanical, automotive] 

Handling 
Long distances [yIn] Position accuracy [yin] 
High temperatures [yIn] End of line [yin] 
Up- and download at same point [yIn] Access from below [yIn] 
Need for a pallet [yin] Working level [on-ground, overhead] 
Distance [one station, several stations] Several products at same time [yIn] 

Cycle time [s] 
Product accumulation [yin] 

Production 
Planned automation [high, low] 
Antistatic ambiance [yIn] 
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Parameters relevant for MHE selection are classified into three categories: prod­
uct and components, handling and production. This classification is commonly used 
to collect information in industry. Table 1 shows the parameters considered for the 
selection, with their value types. 

Generic equipment 

Mass 
External envelope 
Number of variants 
N umber of components 
Component quality 
Type of product 
Cycle time 
Automation degree 
Distances 
Position accuracy 
High temperatures 

I I I 
Synchronous system Asynchronous system 
with indexing device Non powered system with automonous pallet 

External envelope Fragile Mass 
N umber of components Distance External envelope 
Load/unload at Several products same time Long distances 

same point Mass Working level 

Synchronous system 
without indexing device 

Asynchronous sytem 
with active conveyor 

I Working level I Access from bottom 
Accumulation 
"Pallet" for product 
Greasy 
Mass 
Antistatic ambiance 
Working level 

Figure 1. Tree structure of the problem and associated criteria 

As mentioned in the previous section, the multi-level selection is based on a hi­
erarchical description of the problem, but also on a sharing of the criteria among the 
different equipment categories. The criteria considered in a node of the tree are those 
that are discriminating in the associated problem. For instance in Figure 1, which 
presents the MHE typology in a tree view, with the associated criteria, the fact that 
components are fragile is discriminating in the choice of an NPS, but is not in an 
SSID. Note that some criteria appear in several nodes in the tree; for instance, the 
number of components is a criterion in the choice of both a generic category and an 
SSID. 

The PROMETHEE II method evaluates the performances of each possible solu­
tion for the current node in the tree. This evaluation leads to the exploration of one 
or more child nodes, depending on the results and the choice of the user. Indeed, 
even if one supposes that the criteria related to each node allow the system to find 
out the most suitable solution, this process is not exclusive. As the PROMETHEE II 
complete ranking only describes the relative differences between the performances 
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of the solutions, there are several cases in which those differences are not important 
enough to distinguish the best solution. Several child nodes may then be developed 
for a given parent. This unfortunately leads to a delicate selection process, as each 
node owes an independent selection problem, with its own criteria and its own pos­
sible solutions. Consider the following example: at the upper level, the results of the 
evaluation report the SSID and the ASAC as eligible solutions. The child nodes for 
those two generic families will be exploited, but have to be considered independ­
ently. Indeed, looking at the criteria involved in the SSID, one shall notice that they 
are mainly linked to the shape and the weight of the variant to transport. The ASACs 
are more distinguished by the production environment: the choice between band belt 
or chain is indeed based on environmental conditions, while the shape of the product 
is rather indifferent in that selection. It would thus make no sense to compare all the 
specific SSIDs with the specific ASACs. The solution proposed is to evaluate the 
two problems separately and to compare if necessary the best solutions with an eco­
nomical criterion. The evaluation and preference functions used in the proposed 
problem formulation and the weight of the criteria are presented in (DeLit, 2000). 

5. CASE STUDIES 

To illustrate the selection process, the authors propose three industrial case studies: 
an electrical safety-switch, a car alternator and a car. The description of those three 
problems is reported in Table 2. 

Table 2. Values of the parameters related to the first stage of the MHE selection. 

Parameter Switch Alternator Car 
Mass (kg) 0.1 3 1000 
Shape parallelepiped cylinder parallelepiped 
Dimensions (cm) lOx6x2 20 x 20 450 x 150 x 145 
Number of variants 2 5 > 100 
Number of components 10 22 > 1000 
Component quality (%) 99 99 98 
Product type EM EM automotive 
Cycle time (s) 2 7 120 
Planned automation high high high 
Position accuracy yes yes yes 
Long distances no no yes 
High temperatures no no no 

The results of PROMETHEE II for the first level of selection are reported in Ta­
ble 3. One type of transfer system (SSID) is best suited for the safety switch. How­
ever, ASACs and ASAPs are not considered to be bad options. The CT strongly 
favours the SSID, but the number of variants and the number of components suggest 
the use of the two other solutions. As a matter of fact, when the CT is very low, it 
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nearly becomes impossible to use another system than an SSID. This criteria has 
been completed with an optional filter that eliminates all solutions but the ssm if 
the CT is lower than 5 seconds. If it is activated, the ASAC and ASAP will be 
eliminated. 

Table 3. Flow values/or the basic equipment types. 

Switch Alternator Car 
SSID 0.217 -0.167 -0.767 
SSWID -0.517 -0.533 0.442 
ASAC 0.180 0.333 0.067 

ASAP 0.185 0.433 0.400 
NPS -0.065 -0.067 -0.142 

Two equipment types could be used for the alternator: the ASAC or the ASAP. 
Because of the automation degree and the low CT, NPSs were discarded. For the 
car, two systems could be chosen: ASAP or SSWID. 

Let us further proceed in the selection, by exploring the SSID node for the safety 
switch. The criteria involved in the selection between rotary table or linear system 
are the dimensions, the number of components and the need to up- and unload the 
product at the same point. It has here been supposed that the up- and unloading of 
the products happen at different places. The values from the PROMETHEE II com­
putation then suggest the linear system as best suitable. The actual assembly line for 
the switch assembly is composed of rotary tables for the assembly of some subas­
semblies and of a linear conveying system for the final assembly of the product. The 
dimensions of these subassemblies make them well suited to a conveying by the 
rotary tables. 

The car is a complex case study because of the size of the product or the number 
of components or product variants, but also because of its evolution in the assembly 
line (welding, painting, manual assembly operations are performed along the line). 
These various conditions lead to several MHE possibilities. The AGV is a well per­
forming ASAP in this case. It gets a excellent ranking in the evaluation, while the 
others are poorly performing, mainly due to the size and weight of the product. This 
solution has been chosen by some automotive constructors. Among SSWIDs, the 
slat conveyor is an good candidate. This solution has also been adopted by some 
industrials. 

As mentioned in the previous section, it is not always possible to clearly identify 
a unique solution at a given problem level, which leads to the exploration of several 
child nodes. In the case of the alternator, ASAC and ASAP are well adapted generic 
solutions. Those two nodes will thus be further developed. For the ASAC, there are 
two conveyors that emerge from the other systems (chains and belts). This is mainly 
due to the access from below needed in the case of the alternator (in order to avoid a 
reorientation, it is preferred to access the product from below). Autodrive pallets 
from Fabricom and Montrack from Montech are well suited ASAPs in this case. 
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This car alternator, whose line was designed by Fabricom, is a product built for sev­
eral car companies, and the actual conveying system used is an autodrive pallet. 

6. CONCLUSIONS 

An original MHE selection tool for paced assembly lines is presented in this paper. 
Its main originality is the use of the multicriteria decision-aid tool PROMETHEE II 
embedded in a selection tree, which permits a two-level selection: generic equip­
ment and a further refinement yielding the actual type of equipment to be used. The 
proposed methodology is highly interactive, and the effects of changes in the user's 
answers are easily traced, so that he can check the influence of each of his inputs on 
the proposed solutions. This avoids the "black box" effect proper to ESs. The results 
obtained show that the proposed methodology is coherent, and suited to the selection 
of MHE for assembly lines. In further works the comparison of several equipment 
proposition thanks to economical criteria will be investigated. 
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A METHODOLOGY FOR COST AND QUALITY 
OPTIMIZATION IN A DESIGN SYSTEM BY LINKING 

QUALITY METHODS 

Abstract. A tierce competition and high customer expectations force manufacturing business to improve 
quality, to lower seiling prices and to shorten delivery time. This also pressures into introducing new 
products in the market. This paper highlights linkages among QFD, SPC and Taguchi's methods for a 
complete design process to be achieced: a global and integrative methodology is presented. Weaknesses 
of QFD is bottleneck engineering and optimization. The five-step model of QFD (as a customer-driven 
product design, the process starts with customer analysis) arc extended by extra tools: SPC and Taguchi. 
The impacts of SPC and Taguchi on QFD have been studied and recorded. QFD provides with the 
customer's input and Taguchi provides with the process to determine the best paranleters of a robust 
design or SPC combinations. The voice of the customer is prioritized and expressed by functions, 
demanded quality, performances measures, failure modes, concepts and manufacnlring. This paper 
discusses the linkages among three powerful quality tools. The sinergy among QFD, SPC and Taguchi's 
methods becomes an ideal design process able to perform concurrent engineering and integrated design. 
A methodological view is focused on here and particularly an integrated tool for cost and quality 
optimization within a design system 
Resume. Aujourd'hui la competitivite d'lIne entreprise se traullit par sa capacite a offrir it ses clients des 
produits ou dcs services de haute qualite all prix Ie pillS bas possible. II n'cst pas difficilc d'admettrc des 
idees ou des concepts tels que 'Ia qualite c'cst I'affaire de tous', 'Ia qualite c'est la prevention'. Ie 'zero 
dCfaut" , Ie zero stocks, Ie zero ueiais. Ie zero papier, Ie zero panne, etc. Ce qui est vraimcnt difficile et 
peut etre Ie plus important est de dire 'comment faire' pour realiser bien des la premiere lois. Chaquc 
outil qualite possede ses specificites et ses applications: aucun outilnc peut vraiment remplacer un autre. 
NOlls proposons une methodologie d'integration de plusieurs outils qlli nous pennet de cOllstruire un 
systemc coherent et pertinent qui peut s'adapter et pennet de deployer la strategie de i'entreprise en visant 
it assurer que ses ambitions sont coherentes avec ses ressources. A I'issue du projet de conception, on 
propose unc solution de valeur adaptee aux hesoins, explicites ou non, presents ou futurs, des utilisateurs 
(point de vue externe - valeur d'usage), et realisable a un coiit admissible par Ie fabricant (point de vue 
interne - valeur productive ou ajoutee) et vendu aun prix admissible par Ie client (point de vue externe -
valeur d'cchange). 

I, INTRODUCTION 

A fierce competitIon and high customer expectations are forcing manufacturing 
business to improve quality, to lower selling prices and to shorten delivery time [2, 
3, 6], This also pressures into introducing new products in the market There is a 
realization in the manufacturing efficiency for improving quality and reducing costs, 
but without growing investments in automation and advanced machine tools, Before 
and after introducing a new technology into the working environment, its impacts on 
the quality throughout the product life has to be understood and assessed [7, 9]. 
Once introduced into the working environment most technology can lower job 
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satisfaction, employee morale and occupational safety. Delivering reliable and high 
quality products and processes at low costs has become the key to survive in today 
global economy. This reflects the fact that quality cannot economically be achieved 
by inspection. Driven by the need to compete on cost and performance many 
enterprises are increasingly focusing on the optimization of product design. 
Designing with quality is cheaper than trying to inspect and re-engineer after the 
product under production or worse, at the customer's. The early design phases of a 
product or process have the greatest impact on life cycle costs and quality [7]. 
Therefore significant cost savings and quality improvements can be realized by 
optimizing product designs. Thus, new methodologies, technology and advanced 
statistical tools must be employed to design high quality products at low cost. Some 
existing design methodologies tend to reveal a bias towards a particular style of 
application. In each domain addressed by the project, many tools and methods have 
been developed to make clear and improve the engineer's work. Those tools and 
methods increase productivity and reliability of products and processes. Those 
modules are the basis and the necessary condition of a successful integration. They 
are not developed here, the topic is how to integrate those modules into a 
engineering cooperative work to more and more improve product and process 
developments. 

State-ofart on integration a/the design techniques 

The integration issue has been focussed for numerous years by three main 
approaches: Design for X, Value Analysis and Integrated System of Design. 

Design for X. Design for Manufacturing and Design for Assembly were 
introduced by Boothroyd and Dewhurst a long time ago. Many other Design for X 
methods (X=quality, cost, reliability,.) where X represents each professional 
discipline which is involved in the design activities, have been developed until today 
and are widely used in industrial product development. The principle is basically the 
optim ization of two professional engineering activities. Considering the whole 
production system, Design for X addresses only a local issue of the cooperation of 
two engineers. The limits of Design for X are numerous. It gives greater place to a 
particular point of view (manufacturing, assembly, cost, reliability, quality) to the 
detriment of the other participants of the design process; all the points of view have 
to be considered in an optimal design. 

Value Analysis and Quality. For forty years, those methods have been exploring 
and improving. The principle is to satisfy the customer who has the greater place to 
the detriment of the manufacturing processes; those methods are external-enterprise 
based. The integration of the different pmiicipants of the design project is realized 
working in inter-disciplinary groups in which each participant brings his/her 
knowledge and constraints to build tables and criteria evaluating the design 
solutions. The limits of those methods come from the exclusive requirements of the 
customer in the definition of the production system. The internal aspects of the 
enterprise are disadvantaged compared to the external aspects due to the customer. 
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Those two aspects have to be well balanced for an optimal system of production to 
satisfy both the customer and the enterprise. 

Integrated System Design. Advanced techniques permitted to develop numerous 
applications able to help design and control of production systems. Integration is 
seen as a workflow of data from an upstream application to a downstream 
application. Data are integrated in databases common and available to all the design 
participants. Applications specific to disciplines are also integrated into a design 
process considering a sequence imposed by the availability of input data. The limits 
of this approach are due to the prominence of computer implementation opposed to 
the flexibility of the design process itself. The design process able to chain all the 
appl ications is rigid, planned and pre-determined for all the problems of production 
system design and control. It does not enable to perfectly be adapted to each design 
process, which is obligatory different from the previous one and to innovate easily. 

Today, the solution is a cooperative system and a multi-disciplinary approach. 
The challenge of integration is to enable an effective cooperation among the 
professionals for an optimal definition or control of production systems. The 
constraints of each discipline and each professional are as important as others. 
Product definition, process definition, quality, production management, economical, 
sociological or organizational constraints are strongly coupled in the development of 
production systems and cannot be split into different rigid frontiers. 

2. QUALITY ISSUES, METHODS AND TOOLS 

This paper discusses the linkages among three powerful quality tools to achieve an 
integrated system design. The sinergy among QFD, SPC and Tagushi's methods 
becomes an ideal design process able to perform concurrent engineering and 
integrated design. A methodological view is focused here and particularly an 
integrated tool for cost and quality optimization within a design system [7, 16]. 
Among the different schools of design methodology, there are different balances 
among various design factors. In each domain addressed by the project - product 
definition, manufacturing processes, quality techniques, production management -, 
many tools and methods have been developed to make clear and improve the 
enginers' work. Those tools and methods increase productivity and reliability of 
products and processes. Those modules are the basis and the necessary condition of 
a successful integration [4, 10]. They are not developed here, the topic is how to 
integrate those modules into a cooperative work to more and more improve product 
and process developments [7]. The quality depends on the view of quality: 
management view, client view, methods, techniques and tools, standards view. 
Today, the principle is to satisfy the customer who has the greater place to the 
detriment of the manufacturing processes; those methods are external-enterprise 
based. The integration of the different participants of the design project is realized 
by working in inter-disciplinary groups in which each participant brings his/her 
knowledge and constraints to build tables and criteria evaluating the design solution. 
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The principle ofQFD 

The fundamental principle of QFD is to gather the whole relevant information about 
the customer and to use this infom1ation to drive the design of a product or service. 
Many tools have been integrated into the QFD process to facilitate the deployment 
of this information throughout the design and manufacturing processes, and its 
dissemination to relevant organizational functions. The primary function of QFD is 
to identify the most significant issues and to link priorities and target values back to 
the customer. Identifying customers segments to be prioritized in an effective first 
step. Gathering the desired improvements from the customer and fi'om the context 
use is a significant second step. The context of use defines the constraints under 
which the product has to function. 

Taguchi view on cost o(variability 

The basic building system of Taguchi's methods is the idea of reducing the effect of 
uncontrolled factors to ensure the performance target to be continuously achieved 
[12, 13-15]. The Taguchi's contributions have developed the target-oriented quality 
principle (non linear loss function) and experimental design methods for product or 
process developments. Uncontrolled factors are the internal variations of the 
components or the external variation of the environment. Taguchi's view on cost of 
variability can be summarised as: Quality is good within range (conformance­
oriented quality); Quality is best when on target; different grades of quality result in 
different costs. The concept of quality loss function is based on the principle of the 
electrical engineering signal/noise ratio lIsed to maximize the ratio of useful energy 
to waste energy [15]. Dynamic applications of Taguchi 's into QFD steps are useful 
for thinking future models of a product [16]. Taguchi methodology assumes that 
both ideal function and the whole system design are known. The ideal function of a 
design represents the theoretically perfect relationship between the performance and 
input signal. Dynamic applications look for design parameters, which increase the 
linearity of the relationships by making the response independent of the sources of 
variations. 

SPC view 

The fundamental principle of QFD is to monitor variation by monitoring causes and 
effects. The types of variations can be: special variations due to human or machine 
or design errors (fixable problems); variations due to the nature of the process (non­
fixable problems). SPC detects the existence of special variations: reacts when 
necessary (do not overreact) but SPC does not find the cause of variation (we do 
that). A variety of statistical analyses can be applied using SPC. It is an integrated 
system for manipuling, analysing and presenting data. It is a modular system with a 
large range of modules that can be added to the basic system. 
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3. COST AND QUALITY OPTIMIZATION BY THE COUPLING OF THE 
THREE METHODS 

We propose to develop a system of integration, which takes into account the 
advances of the three methods previously seen and keeping the flexibility necessary 
to the activities of design and control of production systems. Using this 
methodology it is possible to generate concepts to reduce negative effects and 
improve performances of existing product designs. The system includes analytical 
tools used to structure the problem and knowledge base tools used to .point to the 
direction of solution concepts. This methodology realizes the linkages QFD, SPC 
and Taguchi's methods for a complete design process to be achieved. Weaknesses of 
QFD is bottleneck engineering and optimization. The five step model of QFD (as a 
customer driven product design, the process starts with customer analysis) are 
extended by extra tools: SPC and Taguchi. The impacts of SPC [1, 5, 8, 11] and 
Taguchi on QFD have been studied and recorded. QFD provides with the customer's 
input and Taguchi provides with the process to determine the best parameters of a 
robust design or SPC combinations. The voice of customer is prioritized and 
expressed by functions, demanded quality. performances measures, failure modes, 
concepts and manufacturing [17]. 

The methodology 

The methodology is in five steps (Figure I). The first step is the identification of the 
customer segments: selecting criteria for ranking client segments; ranking the client 
segments. It improves both designs which have never been considered possible, and 
new demands which are possible to satisfy. It builds the database of customer 
segments and enables a more aggressive attitude because of the possibilities offered 
by the technical evolutions. 

The voice of customer segments and the context of product use are the 
significant second step. The customer's needs into database are expressed by 
demanded quality, reliability issues, solutions, functions, failure modes and safety. 
The voice of customer context should be added to the system resources to the who? 
What? Where? When? How? information. Because the enterprise thinks resources, it 
look at the resources available to provide with an ideal design and constraints and 
useful functions as well. Identifying by Taguchi methods the ideal function and the 
sources of variation offer another solutions and perspectives. 

The third step. The technical step maps the subjective demanded quality 
information of the customer's segments into the objective performances or measures 
of perf0ll11anCeS used by the engineers. I n this step it is important to identify 
conflicts between different performance measures if the product is a upgrade model. 
This step often calls to QFD, Taguchi and SPC. Many enterprises stop after the 
house of qual ity of QFD has been completed and continue own design process. 
Conflicts are used to establish compromises in performance and to stati the analysis 
of technical contradictions. Those conflicts influence the compromises in the target 
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values set after a technical benchmarking done. Taguchi's method can take 
advantage of the positive interactions. Taguchi offers the quality loss function -
QLF - as an effective evaluation of technical benchmarkings. This step improves 
manufacturing equipments by looking at conflicts and another problems, the 
manufacturing process by the view of the process evolution and reduces cost by 
looking at the systems resources. 

The fourth step. The target values, the priorities and the conflicts, the cost, the 
manufacturability can be inputs for this analysis. The system would generate many 
alternatives from the performances desired and the resources of the organization. 
With Taguchi, the best target values for a robust design are determined for each 
addressed alternative. 

The fifth step. This is the step of organizational knowledge system of the 
manufacturing process. It have concerns with the equipment, the process and the 
capability of the current technology. It provides with a search of technologies which 
can improve the product from a manufacturing process given. One can determine 
Taguchi's robust operating conditions to find the appropriate signal to select the 
exact desired output of the production process. Within this step, a database upon 
designed experiments for operating conditions is developed. Additional tools for the 
product evolution and the problems formulation on products / services have been 
developed. 

4. CONCLUSION 

This paper realizes the linkages among QFD, SPC and Taguchi's methods for a 
complete view of the design process to be achieved. The five steps of QFD are used 
including additional tools. Weaknesses of QFD are bottleneck engineering and 
optimization. QFD provides with the customer's inputs and Taguchi provides with 
the process to determine the best parameters of a robust design or SPC 
combinations. 

We propose a methodology to develop a system of integration, which takes into 
account the advances of the three methods and includes other tools, and keeps the 
flexibility necessary to the activities of design and control of production systems. 
The model follows the general approach of concurrent engineering [6] and it 
addresses manufacturability, cost and quality at the product design stage. The 
process capability index is a better indicator for quality level or manufacturing yield 
than the quality loss coet11cient in the quality loss function approach. The 
manufacturing variability is also addressed as a constraint that replaces the quality 
loss function, in order to ensure the required level of manufacturing yield [7, 16]. 
The need to provide with the concept design and the development stages to the 
market by a product introduction process has been highl ighted: carefully structured 
knowledge about process characteristics and capabilities has to be merged with cost 
estimating methods. Before leaving the topic of design costing, it is true to say that 
non-conformance must always be addressed while designing. At each level of 
details, at each moment and for each component, the process planning has to be 
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organised in order to obtain the desired variability means. It enables to analyze the 
manufacturability cost and quality at the product design stage [7, 16]. A procedure 
enables the exploration of design and process combinations for manufacturing cost. 
For financial control and successful marketing, it is necessary to have cost targets 
and realizations throughout the product introduction process. Product cost is 
virtually always a prime element in decision making for manufacturing industl)'. 
The main problem in product introduction is the prevision of reliable cost 
information in the early stages. 

The paper has outlined a methodology for the quality based design of new 
system and product based on the integration of the quality tools addressing how 
QFD, Taguchi's methods and SPC processes can be used to improve the design 
quality of products at the conceptual stage. The combined use of those tools to 
evaluate products, provides with a systematic approach for identifying where design 
quality can be improved at the conceptual stage (virtual product). Benefits of the 
system include: shorter development time and reduced time to market, reduced 
engineering changes, rapid comparison of alternative designs and competition 
products, systematic component costing, lower component cost ... 
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DISASSEMBLY SEQUENCING USING 
TECHNOLOGICAL DATA 

Abstract. In this article, a method is presented which can automatically generate all feasible disassembly 
sequences of a product both from geometric and technological points of views. The components of the 
assembly are modelled with accurate B-Rep models and the mobility between them are modelled as 
effective translations, rotations or helical movements. 
In order to reduce the algorithm complexity inherited from such models, i.e. the number of geometrically 
feasible sequences and the complexity of the movements, this approach is based on technological data 
associated to the geometric description of components. 
The geometric and technological data are taken into account to create associations of components, i.e. the 
number of components is reduced, and to define criteria for the evaluation and selection of disassembly 
sequences in order to reduce the number of sequences effectively built and hence the algorithm 
complexity. 

1. INTRODUCTION 

The goal of disassembly sequencing is to plan a feasible series of operations to split 
a product into its individual parts. In the context of assembly, it has been estimated 
that the assembly process contributes to twenty to sixty per cent of the 
manufacturing cost and to twenty per cent to the investment of production 
equipment for the factories. 

The assembly sequences are determined by reversing the operations of 
disassembly. Thus, the assembly sequences are valid without taking into account the 
application of forces and interference's tools that are generally different in assembly 
or disassembly contexts. 

Previous works show that many researches have been developed to determine [I, 
3, 4, 5, 8, 9] and to evaluate [ 2, 5, 7] assembly-disassembly sequences but most of 
them are only based on geometric data and constraints, thus a typical product can 
have several hundreds or thousands of possible disassembly sequences. 
Furthermore, a significant number of approaches are based on facetted models of 
components and on models of relative movements relying on sequences of 
infinitesimal translations [8]. 

In fact, only the approach defined in [10], introduce technological data in order 
to complete their physical model of contact and to take into account the fitting 
constraints. Their model includes two matrixes: 

a functional pseudo-matrix indicating which half degree of freedom is linked or 
free between the two considered elements, 

a contact pseudo-matrix representing the half degree of freedom between two 
elements before their possible fitting (gluing, elastic deformation, ... ). 
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In order to reduce the algorithm complexity of disassembly simulation, the 
current approach is similar and based on technological information associated to the 
geometry of components. Such a relationship is critical because the geometry of the 
components is based on B-Rep models containing cylindrical, free-form surfaces, ... 
rather than facetted representation and the relative mobility of components is 
modelled with effective translations, rotations, ... of fmite amplitude rather than 
infmitesimal translations only. 

This paper deals particularly about how technological data are used. The first 
section describes the initial parameters and the data used by the disassembly model. 
The second one presents how it is possible to reduce the number of components by 
creating subsets of components based on technological data. In the third section, we 
briefly present the criteria defmed to eliminate, evaluate and select disassembly 
sequences among all geometric feasible ones. In the last section, the proposed 
approach is applied to a mechanical product and the reduction of generated 
disassembly sequences according to technological parameters and other data is 
evaluated. 

2. PARAMETERS AND DATA FOR DISASSEMBLY 

This section is subdivided into four parts. The first one briefly states definitions 
about disassembly entities. The second one describes the hypotheses and minimal 
data used in the current approach. The third one is a presentation of the geometric 
disassembly criterion of a component. The last part is a description of 
complementary technological data needed. 

Definitions: The disassembly simulation process of a product is based on three 
main entities: 

the product or mechanism as a whole, 
the component, representing an elementary part of the product, 
the contact between two components, representing a mechanical linkage between 

a pair of functional surfaces. 
A component can be either: 
an elementary component, considered as a non decomposable one. Some of its 

attributes are shown in Figure la, 
or a subassembly or a group, i.e. a set of components. Their characteristics are 

described in the second section. 
A contact between a pair of components is one among the fifteen possible 

configurations of contacts, shown in Figure I b. Each of them allows the algorithm to 
determine the disassembly mobilities of product components and hence the 
disassembly sequences ofthe whole product. 

A mobility is a possible infinitesimal exact movement (a rotation, a translation, a 
helical movement) to remove contacts between two functional surfaces of 
components. Possible motions are translations, rotations and helical movements. 
These motions are determined using a model based on quaternion formalism and 
dual algebra for each couple of functional surfaces, i.e. fifteen possible contact 
types. 
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Neither this model nor the association of contacts into an equivalent contact to 
determine the relative mobility between two components is presented in this paper to 
focus on the presentation of the influence of technological data. 

An equivalent contact of a component is one among the fifteen possible contacts 
types. In fact, each combination of contacts must produce a new configuration which 
fits into an existing contact type. 

Elementary a) b) anchorage, linear annular fit, 

comnonent 
pin joint, rectilinear fit, 

Contact cylindrical cylindrical fit unidirectional. 
Geometry fit, prismatic fit 

List of contacts Functional surface prismatic fit, unidirectional., 
(>~l) 

Equivalent contact 
Type (15) helical fit, helical fit 

Adjustment 
plane, unidirectional., 

Designation spherical fit, bilateral plane, 

'U'u" L "-
punctual, n arbitrary planes. 

Figure I . a) Attributes of elementary components and contacts. b) Fifteen types of contacts. 

Hypotheses and minimal data: The proposed approach can only be applied with 
the following hypotheses: 

initially the relative positions of components are known and coincide with the 
assembled position of a normal working configuration, 

the geometric model of the functional surfaces representing the contacts are 
described by an exact Boundary Representation (B-Rep) model. Indeed, most of the 
mechanical linkages are based on elementary geometric surfaces (planes, cylinders, 
spheres, ... ) which have an exact representation in the actual CAD software. At last, 
an exact representation at the opposite of a polyhedral one allows the algorithm to 
take into account the potential finite rotations or helical movements rather than 
infinitesimal translations only, 

Therefore, the minimal data input into the algorithm to generate disassembly 
sequences are: 

the geometric models of components associated with a global coordinate system 
of the product, 

the contacts between functional surfaces of components. To locate contacts, the 
algorithm used here is based on the geometric surface representation of the 
components and a tolerance value between these surfaces. Some geometric 
configurations cannot lead to an automatic identification of a contact, hence specific 
information needs to be added to perform a correct mobility analysis. 

Geometric disassembly criterion of a component: From the information 
described above, it is possible to state the geometric disassembly criterion of a 
component (see Figure 2 for an example). This dismounting process is defined by 
the following parameters: 
a. the disassembly mobilities ofa component with respect to its adjacent ones, 
b. the minimal extraction distance to remove contacts along the possible 
disassembly translation directions, i.e. the finite mobility of a component, 
c. the geometric interference between a component and its environment when 
moved according to the extraction and security distances. 
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Therefore, a component will be geometrically removable if and only if at least 
one of its finite translation mobilities exists without geometric interference 
(intersection and/or contact with the remaining components or its environment). 

At each disassembly step of the sequence, the algorithm identifies the list of 
potential removable components. From this list, geometric and technological criteria 
are applied to select the best component and hence all feasible disassembly 
sequences are generated. 

Extraction length (b) 

Plane ( ) and 
cyllndncal (-) contact 

Inaefference (c) 

SecuIIty distance 

Figure 2. Geometric disassembly criterion of a screw. 

Technological data: Technological information is taken into account to enforce 
the meaning of sequences determined and to reduce the number of disassembly 
sequences, hence reducing the overall algorithm complexity though geometry and 
movements are accurately described. Two levels are distinguished: 

firstly, at the component level in order to separate them in accordance with their 
impact on disassembly sequencing: 

- merge one or more geometric models of components into one only, 
- create components subassemblies or groups, 
- define technological criteria to eliminate, evaluate components which have a 

relative kinematic mobility with respect to others, 
secondly, at the contact level in order to represent their real behaviour compared 

to the supposed perfect one. 
Information attached to components: Up to now, only two categories of 

information have been defined, the components designation and their constitutive 
material. The data are generally defined in the bill of materials associated with the 
product. 

Standard designation: The designation allows the algorithm to identifY the 
standard components. Most of the time, the standard components are defined by an 
incomplete and partial geometry. So, the distinction between standard components 
helps inferring one or more geometric models which can be automatically built 
from their designation and associated with these components. Typically, a standard 
component can be a retaining ring which requires two distinct representations: one 
in assembled position and the other one for the disassembly process. Hence, the data 
structure describing a component should be able to handle multiple geometric 
models to match with the various geometric configurations encountered during the 
disassembly simulation process. 

Nature of material: The nature of material allows the algorithm to compute the 
weight of components and to identifY for example the possible tools or gripping 
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systems required to perform the disassembly task. The characteristics of materials, 
i.e. density, are stored in an array into a data structure. 

Information attached to contacts: The data attached to the contacts between 
adjacent components are currently restricted to their fit and set up for a couple of 
cylindrical surfaces only. The fits are used as qualitative data to express either 
possible relative movements or uncertainty of such movements or movement 
without or with damage of the surfaces, i.e. loose fit, uncertain fit, snug fit with or 
without components damage. 

3. HOW TO REDUCE THE NUMBER OF COMPONENTS? 

The number of disassembly sequences increases at most according to the number of 
components of a product. Therefore, component clusters are desirable in order to 
reduce the disassembly complexity. 

All the data described in the previous section allow the algorithm to define two 
categories of components: groups and subassemblies. 

Groups of components: 
a. definition: A group of components is a set of components, generally without 
contact between them, which must be extracted during the same operation. The 
components must have the same designation, typically a group of screws. 
b. characteristics: The attributes of a group of components are (see Figure 3a): 

the constitutive components, 
the designation which is identical to each component designation, 
the nature of material if all the components share the same data. 
Subassemblies: 

a. definition: A subassembly is a set of components composed of two or more 
components that can be handled simultaneously and even turned upside down 
without separating. The geometric and technological characteristics of its 
components can be different from each other. 
b. characteristics: The subassembly characteristics are similar in nature to those of 
an elementary component but are obtained by merging the list of its component 
attributes (see Figure 3b): 

the geometric representation, 
the contacts, 
the equivalent contact, 
the designation according to the components designation, 
the nature of the material, if all components share the same one. 

c. rules: Some heuristic rules have been set up to automate the determination of 
subassemblies according to the geometric and technological characteristics of the 
components. Three categories of rules, based on the following data, have been 
generated: 
a. the contact fits provide an easy and efficient way to create subassemblies. Such 
typical subassemblies can be a housing or a shaft with a ball bearing snug fitted onto 
it, 
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b. the components designation leads to the defmition of one or more clustering 
rules. Typical assemblies can be a clw)ter of a screw and all the components in 
contact with it. The principle of such an algorithm is described in Figure 4, 
c. the contacts between the components. It is possible to define a relative equivalent 
contact for each adjacent component and hence their corresponding relative 
mobilities. Therefore, if no direction of translation exist between two components, a 
subassembly is created. 

Group of components 

Components (>=2) 

Designation 
Nature of material 

a) 

Subassembly 

Geometry 
Ust of contacts 

Equivalent contact 

Designation 
Nature of material 

Components (>=2) 

b) ~ 

Figure 3. a) Attributes of a group of components. b) Attributes of a subassembly. 

How to eliminate and evaluate sequences? Here, the goal is to define criteria to 
generate disassembly sequences in order to: 

firstly, eliminate all the sequences identified as non geometrically and/or 
technologically feasible, 

secondly, evaluate the remaining sequences to select the best one. 
Up to now, eight criteria have been defined in the current application and can be 

divided into two categories; geometric and technological criteria: 
geometric: the number of contacts, the extraction distance, the volume of 

components, the mobility direction of components, the accessibility of components, 
the number of hands to manipulate components, 

technological: the fit of contacts, the designation of components. 

4. EXAMPLE AND RESULTS 

The proposed product is an alternator composed of seventeen elementary 
components similar to the one of Kroll [6], as shown in Figure 6a. 

Alternator data: The information defined and used for the disassembly 
sequencing are: 

contacts of components, 
components with standard designation are described in figure Sa, 
only one adjustment, i.e. snug fit, is defined between the rear-bearing and the 

rotor. 
Sequences: Without the technological information, there are more than 1500 

possible geometric sequences to disassemble this alternator. Something which could 
hardly be performed by the application within a reasonable amount of time. 

However, using the components designation, the identification of subassemblies 
and groups of components, the disassembly sequences count is reduced to 248 for 9 
components, i.e. three subassemblies and two groups of components have been 
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identified (see Figure 6b their designation and relative positions). The sequences are 
not shown because of the large size of the tree-browser. Finally, when activating the 
selection criteria among the feasible sequences, only two disassembly sequences of 
the product have been kept. 

The running times to perform subassemblies and to fmd all complete 
disassembly sequences for the alternator assembly are shown in Figure 5b. The 
application runs on a SGI Indigo2 workstation, MIPS R4400, 96 Mb of memory. 

For an entire disassembly process, each subassembly and group of components is 
then recursively disassembled applying the same rules and criteria. 

Order of designations 

Washer 

Nut 

Screw 

Designations of 
components in contact 

Designations of 
subassembly created 

Figure 4. Principle of the algorithm used to identify subassemblies using the standard 
designation of components. Heuristics are based on the functional meaning of the component 
designation first and then on their contact configuration 

Alternator Subassemblies Subassemblie 
Components Standard + 

desi .nation selection 
Bolt (3 at 120'), Screw (2 at Screw ·,;tpc;, 
180') Lock-
Lock-washer washer 

Computation 3,86 sec 3.86 sec 
Subassemblie 

Nut Nut 
Rear-bearing, Rear-housing Ball-

bearing 

Number of 248 2 
sequences 

Computation 2 min. 20.64 36.45 sec 
a) b) Sequences sec. 

Figure 5. a) Standard designation of components. b) Computing times for the alternator. 

5. CONCLUSION AND PERSPECTIVES 

The application developed is able to perform automatic disassembly sequence 
generation process and analysis using as input a geometric description of the 
proposed assembly, technological information about each component and their 
contacts between them. 

The method described here allows to reduce the number of disassembly 
sequences through two levels of treatments: 

firstly, the reduction of the number of individual components, 
secondly, the elimination and the evaluation of removable components. 
Other possible directions of future work include the identification and the 

organisation of new technological data for the disassembly sequence evaluation and 
also apply the current method to other areas like maintenance or recycling 
operations, i.e. to identity a sequence to dismount one component of the product. 
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CAD data files describing products from industry are also welcomed to perform 
further tests and enhance the current application. 

The research work is performed in cooperation with Matra Datavision. The 
application is implemented in C++ and uses the object libraries of Cas.Cade. 

Boll (3· 120') 

Rotor 

StreW (2·180') 

Rotor-spacc r 

Retainer 

Fan--spaccr 

Pullcy 

"" 

SE_Rear·bearing_Rotor 
<- rule (a) 

SE_Fronl-bcarins_ 
(RE_Screw)_Rc:13ine r _front­

hou.sing (S~3) 
.,. rule (b) and rule (oj 

to Inelude the front-bcanng . 

SE l.o<k·woslw:r NUl (Sio I) 
- <0= rule (b) -

Figure 6. a) Elementary components of the alternator. b) Components of the alternator after 
subassemblies and groups computation. 
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APPLICATION OF FUZZY LOGIC FOR AN 
ASSEMBLY METHODOLOGY 

Abstract. This paper describes an application of fuzzy logic to choose an assembly process. Based on 
Boothroyd's method, this application improves the reliability of decision-making and eliminates 
numerous repetitive calculations. 

1. INTRODUCTION 

In this paper an application of fuzzy logic to Design For Assembly methodology is 
introduced. The main goal is to show that fuzzy logic is a tool which will help a 
design engineer make decisions and resolve certain problems related to product 
assembly. Indeed, the most known decision making methods for this application are 
only partially satisfactory and could lead engineers to make bad choices. This work 
is based on the well-known Boothroyd-Dewhurst methodology for design analysis. 
This well documented methodology incorporates ergonomic measures and economic 
calculations that have been developed in previous research works. Boothroyd­
Dewhurst's methodology is an iterative approach which consists of selecting the 
most suitable assembly process through analysis of task duration, costs and 
assembly difficulties. This analysis depends on parameters describing the product 
and its environment such as the product life-cycle time, the number of parts and sub­
assemblies, the total number of parts required to build every configuration of the 
product, the annual production volume per shift, etc. Regardless of the selected 
assembly process, manual or automatic, various tables permit the calculation of 
assembly time and the cost for each part, subassembly or used assembly process. 
The objective of this paper is to demonstrate that an approach using a decision 
support system significantly improves the Boothroyd-Dewhurst methodology and 
helps the engineer make decisions regarding choice of an assembly process for a 
given product. It also cuts down the number of repeated calculations and should 
signiticantly reduce design engineering time for the product. 

2. RELATED WORKS 

Product design is a complex creative activity which requires experience and 
knowledge. For this reason it will be presented as several progressive stages. The 
activity begins with product conception phase (ideas, concepts and functional 
requirements), which is followed by preliminary design. Next is detailed design 
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(drawings and prototypes) and the activity finishes with first-off production. In this 
sequence the fit between mating parts is verified using prototypes and first product 
assembly, after part and product design is completed. This linear and sequential 
approach does not favour potential error detection as soon as possible in the design 
process. It is widely accepted that 75-85% of the overall cost of a product is 
committed during the design and planning stages of its development. Early 
consideration of manufacturing and assembly problems during the product design 
stage is therefore the most cost effective way for reducing assembly costs and 
increasing productivity. Consideration of the assembly process late in the product 
development sequence leads to very high costs for design modifications made at this 
point. "When around 20% of design phase is completed, already 80% of 
manufacturing costs are committed" [5]. To resolve this problem, many companies 
have adopted simultaneous engineering concepts (Ettlier and Stoll) [9]. This method 
effectively increases product quality and reduces production time and cost. Using 
this parallel development approach, potential problems in assembly process can be 
solved in design stage. Design For Assembly (DFA) is a key element of concurrent 
engineering, which typically starts the pre-design stage by gathering together a 
multidisciplinary team of designers, manufacturing engineers, process monitors and 
marketing personnel to work on the development of a new product. As mentioned 
before, numerous problems appear when various parts are assembled. A number of 
design-for-assembly techniques and evaluative mechanisms such as those of 
Boothroyd-Dewhurst (USA), Lucas (UK) and Hitachi (JP) have been used in 
industry. Boothroyd-Dewhurst Design-For-Assembly (DFA) methodology [3] was 
developed in the late 1970s. The Boothroyd-Dewhurst DFA evaluation process 
centres on establishing the cost of handling and inserting parts. The process can be 
applied to manual or automated assembly. Regardless of the assembly process, parts 
are evaluated in terms of ease of handling, ease of insertion and whether or not the 
part in question is actually necessary. The findings are then compared to proprietary 
data from which a time and cost is generated for the related assembly operations 
performed on the part. Finally, an attempt at reducing the number of parts is made 
by examining each part and identifying whether it exists as a separate part for 
fundamental reasons. Utilisation of numerous tables is essential to analyse each 
component (part or subassembly). Since the early implementation of DFA methods, 
steps have been taken to provide a more integrated approach. Boothroyd-Dewhurst 
have developed a number of Windows based tools including DF A. Chan and Mo 
[6] improved the method while extracting the required information automatically 
ti'om CAD-CAM software. This technology is useful for automatic determination of 
assembly solutions if this information is integrated into the research method for the 
assembly solution. 

A detailed analysis of the product is realised using the DFA method. In an 
alternative approach Warnecke and Lorn [14] present a catalogue of assembly 
solutions permitting the engineer to choose an assembly path, the machinery to use 
and the constraints that must be respected .. This allows the choice of an assembly 
solution that best suits the level of the available operations. Value analysis is used 
to choose a solution for each sub-operation. The major inconveniences of this 
approach are the manual consultation of the catalogue and the absence of integration 
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to existing computerised systems. It is based on experience rather than on scientific 
principles. Methods based on a scientific approach offer the advantage of allowing 
objective decisions in a given situation. 

Other researchers analysed the constraints and the rules that must be considered 
during the automatic scheduling of assembly. Among these, Jones and Wilson [8] 
enumerated numerous constraints typically encountered during automated assembly. 
These constraints serve as instructions to the user and guide him toward a final 
choice for scheduling. The work is interesting because the authors set up the 
constraints so that they may be easily adapted for use by computer systems, contrary 
to the information contained in the catalogue of solutions of Warnecke, Lorn and 
Kiener [14]. Some constraints can be applied to a binary vision of the assembly in 
the setting of the choice of an assembly solution - as to choose the least expensive 
solution - but the majority take into account a sequence of assembly operations. 

Schraft [13] enumerated further rules to follow in view of a successful automatic 
assembly. He enumerates six important rules, and contrary to Jones and Wilson, 
mentions general concepts, which are more complex to program. Several 
advantages emerge favouring the use of Warnecke and Lorn's catalogue. First, the 
solutions represent the know-how of a company concerning assembly. While 
facilitating and optimising its use, it is possible to reduce the previously mentioned 
inconveniences incurred due to the incorporation of an employee's evaluation into 
the process. As this method adapts comfortably to data base concepts, it is possible 
to computerise this catalogue to permit its consultation through a graphic interface. 

In order to define the sequence of assembly in view of recycling, several research 
papers have been published on disassembly (Design For Disassembly or DFD). 
Brooke [4] discusses the recycling advantages of the disassembly approach, 
particularly for the automotive industry. Research by Mascle [12] presents the use 
of disassembly and inverse engineering (reverse engineering) as a means of 
improving conception of a product to achieve a more efficient assembly sequence. 
His use of the half degrees of freedom allows identification of the free directions of 
disassembly, and therefore of assembly. Potential errors of conception are easily 
detected using this approach. 

Hitachi's Assemblability Evaluating Method (A. E. M.) is another imposing 
alternative for the elaboration of assembly solutions. It is supported using data bases 
and economic calculations. This method was developed in the late 70s and includes 
three main stages: the product conception phase(drawing, prototypes, etc.), the phase 
of assessment of its assemblability (degree of difficulty of the assembly operations, 
the costs, etc.), and a final product improvement phase based on a comparison (of 
the concepts, of the other products etc.). This method, developed by the Hitachi 
Company, is now commercially available but the little support documentation is 
available for consultation. 

3. BOOTHROYD-DEWHURST'S METHODOLOGY 

Boothroyd-Dewhurst's methodology is an iterative process which consists in 
selecting a suitable assembly process, analysing working times and assembly 
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difficulties, and then optimising product redesign. Starting with a redesigned 
product, each component is analysed until an efficient assembly sequence is 
developed. This study involves the application of fuzzy logic to improve this 
methodology, so analysis of its description was the initial focus of the investigation, 
followed by the review of related research works. 

The first step of the process consists in selecting the most suitable assembly 
process. Boothroyd-Dewhurst elaborated a table that analyses six input parameters: 
(NP): number of products to assemble; (NA): number of parts; (NT): total number 
of parts in order to build every configuration of the product; (ND): number of parts 
that will be modified during the life of the product; (VS): annual production volume 
per shift; (RI): investment factor. The table provides one or two possible solutions, 
and their respective confidence factor (%), for each definition interval of the input 
parameters. Five assembly systems has been taken into consideration: MA: manual 
assembly; MM: manual assembly with mechanical assistance; AI: automatic 
indexed assembly; AF: free transfer automated assembly and AP: programmable 
devices. Regardless of the selected assembly process, the second step aims to 
analyse each part of a product following chronological steps; 
Step I: Taking stock for product data including engineering drawings, used 

configuration of the product, prototypes, etc. 
Step2: Numbering parts and subassemblies by disassembly order. 
Step3: Preparing a working sheet. 
Step4: Writing the working sheet. 
StepS: Determining the estimated assembly time (TM), cost (eM) and minImum 

number of theoretical parts (NM). This step concerns the manual assembly 
case. For automatic assembly other geometrical constraints are considered to 
continue the analysis. 

Step6: Estimating assembly efficiency (EM) calculated as: 

EM = 3xNM 
TM 

Step7: Designing a new product by part number and time reduction. 

( I ) 

Utilisation of Boothroyd-Dewhurst's tables is essential for finding an assembly 
solution, but this becomes heavy and time consuming for user. This is an area 
where improvement is required. The final decision is still taken with designer 
know-how. The associated literature review revealed that current computerised 
DFA applications tend to take advantage of artificial intelligence techniques, used as 
support systems.. These systems however, are difficult to program and require large 
amounts of computer memory. The main objective of this work is to show that 
fuzzy logic can be effectively applied as a relevant tool for decision making in 
assembly. We will therefore use table data as input and compare our results with 
those obtained by Boothroyd-Dewhurst's methodology. Figures I and 2 show the 
screen shot of these results. A rule-based approach to decision making using fuzzy 
logic techniques uses a set of rules linking a finite number of premises and 
conclusions. The knowledge base of such systems consists of two components: a 
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linguistic terms base and a fuzzy rules base. The former is divided into two parts: 
the fuzzy premises (or inputs) and the fuzzy conclusions (or outputs). In general, 
both contain morc than one premise and one conclusion. The fuzzy sets theory was 
introduced by L.A. Zadeh, professor at California University at Berkeley in the 60s. 
The FUZZY -FLOU Software used in this work is an issue of the collaboration 
between Ecole Poly technique de Montreal (Canada) and Technical University of 
Silese at Gliwice (Poland) [1]. It runs on Windows and Unix systems. 

4. FUZZY LOGIC APPLICATION 

In this chapter, we study the improvement of Boothroyd-Dewhurst's methodology 
using fuzzy logic. First, product assembly is carefully examined and then the 
methodology is used to analyse the assembly process. Using the table, the chosen 
assembly process can be manual, automatic or programmable mechanisms. Fuzzy 
logic can be introduced here to find transitional solutions. Comparison between 
results obtained by both methods permits to validation of the knowledge base used 
to build the fuzzy sets. For selecting the assembly process, a fuzzy model, 
representing the assembly system selection table was created. This model consists 
of 3 premises and 5 conclusions. The premises were: 
• Annual production volume (VS) can vary from 0.2 to 0.65 millions. 
• Number of parts (NA), 
• Investment factor (RI). 
The conclusion is the assembly system (manual-MA, manual with mechanical 

assistance-MM, automatic indexed assembly-AI, free transfer automated assembly­
AF, programmable devices-AP). In relationships between the fuzzy sets of the 
premises and those of the conclusions we have not used all available data because 
now FUZZY-FLOU system accepts only 5 premises and five conclusions. In this 
case, considered premises settle the most influential factors. An example of a 
typical rule is(rule 14): 

«If (VS is 0.3 millions and NA is 6 and RI is 1.5) then (MM is 10 (100%) and 
MA is 7.5 (75%) and AI is 0 and AF is 0 and AP is 0)>>. 

The results obtained in this example are similar to those using the tables. 
Boothroyd-Dewhurst's methodology foresees an alternative solution in some cases 
when the difference from the economic point of view between two solutions doesn't 
exceed 10%. For the precise case, Fuzzy-Flou provides results that overlap (100% 
and 75%). Improving the discretisation will be sufficient to obtain the same results. 
It is important to note that this assessment depends on the quality of the data base 
used at the beginning. A good data base requires extensive knowledge as supplied 
by experienced specialists on the subject. We used simple rules that would facilitate 
the design engineer's task, because there is less risk of error. A big advantage of this 
application method is that a value can be obtained for each of the assembly 
processes and it is thus possible to simulate and easily compare results for different 
cases. 
Example. Data input: An assembly consisting of 7 components (NA) according to 
one model (NT=7). The number of components whose drawing changes (ND) is 4. 
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The yearly production (VS) is 220000 by shift of work and there are 2 shifts per 24 
hour day (SH). The yearly cost of an assembly operator (W A) is 20000 $. The 
capital allocated to replace a team's operator in case of automation (QE) is 18000 $. 
Stage I: The investment factor RI is calculated with the help of the following 

formula: RI = (SH X QE)/W A. Replacing the values of the parameters in 
the formula we get RI: RI=2x18000120000=1.8 

Stage 2: Selection of the suitable line: at VS=0.22 and NA=7, line number 7 of the 
table is chosen .. 

Stage 3: Selection of the suitable column: The following factors are considered: 
NA=7, therefore NT < 1.5NA, ND=4; ND > O.5NA and RI=1.8; column 6 
is chosen. The designated cell (7;6), in table 1 [2], contains the MA letters 
representing an manual assembly line. The results of the figure 1 show that 
the same choice is achieved using Fuzzy-Flou. 
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Figure 1. FDSS application results n" 1. 
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5. CONCLUSION 

Use of Boothroyd-Dewhurst's tables permits choice of an assembly process for a 
given product and in some cases provides an alternative solution. This method 
however, doesn't allow the possibility of continued transition from one assembly 
solution to another because the range of the values is set. The application of fuzzy 
logic increases the number of alternative choices. In many cases, two or three 
possible solutions are offered. The results of tests made with the Fuzzy Decision 
Support System FOSS show that it permits the user to observe the transition from 
one column to another as different parameters are varied. When using different 
values near the limits of the tables for assembly processes that overlap, one can 
determine the values of parameters for which both processes are equal and can be 
directly interchanged. The capability of the fuzzy logic approach to show the 
transition from one assembly process to another provides the opportunity to refine 
decision making. Thus, the results of this survey bring us to conclude that Fuzzy­
Flou can act as a decision tool for the choice of an assembly process. Application of 
Fuzzy-Flou to support the Boothroyd method increases confidence in decision 
making and allows inventors to use this knowledge base for different industrial 
applications. In the assembly area and especially during the product reconception 
stage, it reduces the time typically required to perform numerous repetitive 
calculations. 
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L. SLUTSKI 

DESIGN OF CLOSED PLANAR MECHANISMS OF 
GRIPPERS TO CLUTCH FLAT PARTS 

Abs tract. The paper discusses the design and applications of a type of closed planar mechanisms for 
use in universal gripping devices, to clutch flat parts with different profiles. Various configurations and 
methods of simulation for these mechanisms are proposed. The method is implemented as a computer 
program for use by a designer, in an interactive mode. A working prototype was built and tested, while 
performing an assembly operation. 

1. INTRODUCTION 

A multitude of existing robotic gripping devices do not satisfy the current needs of 
different industries. For instance, an important characteristic of grippers, such as 
adaptability to object shape, has not been adequately analyzed and realized for 
industrial systems. The development of adaptable devices is stimulated by the need 
for flexible manufacturing systems, where a wide range of processes require 
operational changes of gripper properties. 

As a basic example, a specific industrial problem, relevant this paper, will be 
described. In flexible systems, for instance of stamping, a common task is to clutch 
flat parts of different shapes in tum and place them in stamps. To that end, 
electromagnets, vacuum cups or other working elements are usually used in robotic 
grippers. To ensure flexibility, these working elements have to change their 
positions. A known type of simple suction device with a number of vacuum cups, 
which are usually used for conventional manipulations [1], does not solve all the 
problems of this class of operation. Another approach is based on the use of a 
gripper plate with an array of holes, connected to a vacuum controller [2]. The plate 
shape usually corresponds to the shape of the part to be manipulated, preventing 
flexibility. As an illustration of a more universal approach, another design [3] can be 
mentioned. Four suction elements are used here, which have relative motion, 
allowing some flexibility of gripping device. However, to implement these motions, 
three pneumatic cylinders are used to drive working points; that is relatively 
complex and demands some control means. 

A desirable goal then is to build simple, industrially accepted grippers where a 
programmable device, while allowing fewer available working element positions, 
facilitates high reliability and low price. The approach used in this research is based 
on the application of so called high-class mechanisms [4]. Their feature, gripping 
devices mounted on a mobile structure consisting of rigid pivoting links ensures the 
above-mentioned property of adaptation. The purpose of this work is to establish a 
class of new grippers to solve specific problems of robotic grasping, that embody 

365 
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this important practical feature, and to describe methods for the design and 
development of universal grippers. 

2. UNIVERSAL GRIPPER CONFIGURA TIONS 

In principle, different kinds of high-class mechanisms may be used to design the 
described type of grippers. However, since many of these are usually rather 
complicated, let us consider the simplest examples of basic mechanisms. 

The first ofthem is the mechanism of the fourth class [4], with four rigid links 
providing a movable contour (Fig. 1). On some points of this contour (e.g., in its 

p 

B 

Figure 1. Mechanism with the four-link movable contour and two working elements 

joints A and B), the working elements (e.g., electromagnets) are placed. These places 
may be chosen arbitrarily but when doing this, one has to take into account further 
problems with the device design. Then, to simplify the solution of these problems, it 
is better to place the working elements in contour joints and moreover, to place them 
in alternative joints as it is shown in Fig. 1. In this case, relative freedom of element 
motion is achieved and a mechanism can be designed which meets the requirements 
of a basic technological process. In our example, the mechanism motion follows the 
driving link ON rotation but, obviously, an input link may be designed in different 
ways. This issue will be discussed later. 

Another type of mechanism, which may be used for this purpose, is that with six 
rigid links forming a movable contour (Fig. 2). As in the previous case, three 
working elements may be placed in alternative joints C, D, E of the contour with the 
same ability to move them by rotation of the input link ON. When placing working 
elements in alternative joints, symmetry is achieved and the design becomes 
simpler. It can be seen that in this case, the program motion of three working points 
is achieved by means of only one driving motor, placed in the joint O. 
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N D 

Figure 2. Mechanism with the six-link movable contour and three working elements 

It is important that, in principle, not only one driving link can be used in these 
mechanisms, as it is shown in Figs. I and 2, but two, three, etc. Specific problems, 
which are solved by these mechanisms, require special design techniques that are, 
however, based on approaches presented below. 

3. GRIPPER DESIGN 

The design problem for the described mechanisms may be stated differently. For the 
first presentation of the problem, rather simple approaches to its solutions are 
proposed here. Another important point to note is that, in principle, a general 
approach to create design algorithms for both considered mechanisms is the same. It 
was especially done to ensure standardization of design methods for these types of 
mechanisms. The difference is in applying some additional procedures for different 
mechanisms, or in performing standard routines more times. That is why a design 
algorithm for the simpler mechanism with two working points (Fig. I) is described 
first, and second, some special alterations for the design of the next mechanism, with 
three working elements (Fig. 2), are explained later. Note that almost all formulae 
used in the design are not shown here due to the limited scope of the paper. 

3.1. Mechanism with Two Working Points 

The input data to design the mechanism of Fig. I are two pairs of Cartesian 
coordinates, located arbitrarily, for the two working points in the plane. The 
synthesis algorithm includes the following steps: 

Step 3.1.1. It is necessary to match initial I and 2 and final 3 and 4 (Fig. 3) 
positions of working points one to the other. The necd in this procedure is because 
each of the initial points I or 2 may be moved to the positions 3 or 4. 
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2 

Figure 3. Matching initial (asterisks) and final (circles) positions of working points 

This stage of the design can be perfonned using a computer program, by means 
of calculations based on a criterion of the proximity of matching points. This index, 
being calculated for two possible combinations of points, allows the choice of the 
one that ensures minimum motion of the mechanism, when moving from one 
configuration to another. 

Step 3.1.2. Detennination of minimum link lengths of the gripper movable 
contour. It may be assumed that link lengths of the movable contour are equal; that 
is, the contour represents a rhombus. This ensures first, the simplification of the 
design procedure and second, the standardization of gripper parts for their 
manufacturing. Based on this assumption, a parameter y is introduced which 
represents a minimum angle between contour links when they are in a closed state. 
This angle need not be zero to avoid singular configurations, including dead 
positions of the mechanism. Then, if the length of contour link is L, its minimum 
value can be calculated by means of the following expression: L = dimen 12cos(y/2), i 
= 1,2, where dimen is the maximum distance between pairs of working points for 
initial and final positions of the gripper found in the previous step. 

Step 3.1.3. It is possible now to detennine coordinates of all points of the 
movable contour for each of the two configurations considered. Specifically, the 
coordinates of points C and D (Fig. 1), for initial and final positions of the gripper 
have to be calculated now. When detennining positions of contour points, a 
corresponding subroutine in fact solves kinematics of dyads (for instance, AD and 
DB, Fig. I) and it is known that these kinematics usually have two solutions. 
Therefore, using this procedure, several possible configurations of the mechanism 
are obtained. The designer (or the program) has then to choose configurations of the 
mechanism for two positions, which will be used in further calculations. For that, a 
special 

Step 3.1.4 determines corresponding configurations of the mechanism. In the 
case of such a simple mechanism, the intention is to achieve a convex polygon, 
which is the rhombus. 

Step 3.1.5. A center of rotation of the link BC (Fig. I) can then be found. To that 
end, in a general case, its start (BC) and final (B'C') positions should be considered 
and perpendiculars have to be projected from the middles of lines BB' and CC'. 
Their intersection point corresponds to the location of joint P. Assuming that point T 
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of the link BC (Fig. I) is in the center, it is possible to determine two parameters of 
this link: the length TP and the angle 0 between this part and the link Be. 

It is necessary to note that the point P can be, in principle, determined for each of 
the contour links. Therefore, to minimize the overall mechanism dimensions, it is 
worth choosing a minimum IPTI value out of a possible four. 

Step 3.1.6. Now, the most complicated stage ofthe design is performed when a 
driving unit of the gripper has to be incorporated. This stage allows different 
approaches to its solution. 

First, in order to achieve mechanism simplification and minimum overall 
dimensions, it is preferable to assume that the joint N is located on a perpendicular 
projected from the middle of link AD (Fig. I). In a particular case, the joint N may 
lay even on the link AD itself. Further, different types of input links may be used. 
For a general form of the mechanism, the input point N of the four-class group may 
be driven by means of either a link with a rotational joint (as it is shown in Fig. 1) or 
a sliding link which is moved on a guide of rectilinear or nonlinear shape. 

When a sliding link is taken as the gripper input, the problem arises on how to 
obtain a profile of a program curve to move the input point from an initial to a final 
position. It is quite clear that the problem has many different solutions, but in some 
cases a straight line connecting these points can be taken as a program curve. 
However, such a solution is not optimal. Therefore, a straightforward way to an 
optimal solution of the problem is in introducing an additional criterion, in order to 
select the best trajectory. To solve this problem, it is necessary to calculate at least 
all the positions and angle coordinates of the mechanism; that is, to solve its forward 
kinematics. Besides, some force parameters may be needed (like pressure angles) to 
ensure smooth motion ofthe slider on the guide. However, the problem is that the 
solution of the forward kinematics for this kind of mechanisms is rather difficult. To 
avoid these complicated calculations, another approach has been used in our study, 
which considers inverse motion of the mechanism, when its input joint is in the 
point P (Fig. I). Then, the problem is reduced to the solution of kinematics of the 
third-class group, which is much simpler. Its solution is rather well known and 
described, for instance, in [6]. In our study, a simplified numerical procedure was 
used, when an additional function of the change of the angle between links BC and 
A C was introduced. In particular, in our calculations, this angle change was 
specified as uniform. Then, coordinates of the points Band C were calculated for 
some of their discrete positions. In accordance with this, the angle between links BC 
and AC was also changed. Thus, a sequence of point N positions from the initial 
known position to the final one was calculated. These points were used to 
approximate a smooth curve. 

The final Step 3.1.7 allows the mechanism simulation by showing the designer 
the results of synthesis. The operator can introduce some corrections in the design 
process based on the simulation results. 

3.2. Mechanism with Three Working Points 

The input data to design the mechanism of Fig. 2 are two triple sets of coordinates of 
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arbitrary positions of working elements D, C and E. Then, as previously, the first 
procedure finds which initial position a working point moves from, to which final 
one. In other words, 

Step 3.2.1 is intended to match initial and final positions of working points. 
Here, the procedure is performed based on the criterion similar to that of Step 3.1.1. 

Step 3.2.2. Determination of minimum link lengths of the gripper movable 
contour. With the same assumption, as previously, that link lengths of the 
mechanism movable contour are equal, link length calculations are based here on the 
consideration of maximum distances between working positions. Thus, link lengths 
are found similarly to the procedure of Step 3.1.2. 

Step 3.2.3. As for the previous mechanism, the mechanism under discussion is 
designed by means of a corresponding subroutine to solve kinematics of dyads (like 
CM, ME and RE, RD - Fig. 2). Solutions for several possible configurations of the 
mechanism; that is gripper assemblies, are then obtained. 

Step 3.2.4 is used to define the contour configuration. When doing this, an 
important point follows. 

It is clear that in certain cases of working point positions, the mechanism in 
motion may reach its singular configurations. In most cases, the problem can be 
solved by choosing the movable contour configuration as a convex polygon (as it 
was done for the first mechanism). For this, special procedures are required. They 
consist of determining a middle point of the contour and then choosing those 
configurations of dyads that are most removed from the middle point. This approach 
is workable for the majority of possible contour configurations. However, in some 
special cases supplemental actions have to be performed. An example of this 
situation is when all the working points are located in a straight line. Then, the 
above procedure does not work and some additional rules are required. However, to 
avoid software complexity, in the computer program, a link was used in this 
situation to the interactive mode, where the designer could choose preferable 
positions of dyads. 

Step 3.2.5. The problem solved here is to find contour points that are passively 
connected to the base. Note again that such a point may be, in principle, determined 
for each of the contour links. Therefore, to maintain minimum overall dimensions, it 
is worth choosing minimum radii connecting these links to the base. 

Step 3.2.6. Now gripper drive selection is made. The approach based on the use 
of inverse motion described in Step 3.1.6 could be applied. However, the feature 
here is that there are two passive joints (PI and P2 - Fig. 2) connected to the base and 
one of them is supposed to be an input link in inverse motion. It forms a four-bar 
mechanism, all positions of which can be determined. After that, the problem is 
reduced again, like in Step 3.1.6, to the determination of motion of a dyad between 
joints C and D (Fig. 2), including the input point N, which is connected to the base 
by a corresponding kinematic chain. This last group is of the third class and its 
motion analysis can be performed according to the approach stated in Step 3.1.6. 

Step 3.2.7. Final stage of the designed mechanism simulation and verification of 
the solution. 
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4. IMPLEMENT A nON 

The computer program implementing the above-presented algorithm includes a main 
program presenting a menu to the designer where one of the two mechanisms 
considered may be chosen (according to the number of working points). 
Subsequently, one of two secondary subprograms is then run. The designer is asked 
to introduce into the subprogram required coordinates of working points and then 
continues interactively with the computer. The program is structured so that both 
subprograms use the same routines to calculate mechanism parameters. 

The second of the two mechanisms presented, namely, with three working 
points, has been built. The program trajectory in this prototype is chosen as a 
straight line. In the driving unit, a DC motor is attached to a feed screw that is 
connected, in turn, to a nut rigidly attached to a pin. When the motor turns the feed 
screw, the pin (guided in a slot) pushes (or pulls - depending on the motion 
direction) the input point. The slot is located in a program plate, which is used also 
as a mechanism base. 

Figure 4. A view of the gripper mechanism with a driving unit 

The control unit includes limit switches, placed on extreme ends of the program 
plate slot, and relays that change the sign of voltage supplied to the DC motor. Its 
operation is based on the limit switch signals, which are produced when the pin 
reaches its extreme positions. The gripper testing was performed while attached to a 
KAREL A-300 industrial robot (Fig. 4). All voltages used in the gripper control unit 
are taken from the robot control cabinet. 

For gripper testing, a simple assembly operation was designed and implemented: 
two flat parts with different profiles were placed in corresponding magazines located 
in different positions within the robot workspace. The task was to take each part in 
turn and place it within two vertical beams used as guides. So, to take each part, the 



www.manaraa.com

372 L. SLUTSKI 

robot had to change electromagnet gripper element positions. The tests showed that 
the gripper works effectively and allows fast repositioning of working elements. 

5. CONCLUSION 

The presented approach to building programmable gripper can serve as a basis for 
developing grippers not only to clutch flat parts, but also those with parallel 
surfaces. Moreover, grippers for more complicated types of surfaces can be designed 
through changes in devices. 

Proposed techniques allow different kinds of construction improvements. For 
example, the program plate can be interchangeable, so program trajectories may be 
changed as required. Optionally, the inverse motion approach used in Steps 3.1.6 
and 3.2.6 can be implemented in actual devices. 

There are ways to further improve device perfonnance by developing methods of 
their synthesis. For instance, it is practical in industrial applications to develop the 
presented approach to create grippers with an increased number of clutching 
elements and with more, than the two, working positions of clutching elements, used 
in this study. The latter is theoretically attractive since it requires further 
development of the synthesis methods presented here. It is also important in 
different industrial applications of the presented grippers, because their use can be 
more universal. 

Novatronics Inc., Stratford, Canada 
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INTERACTION OF GEAR EPICYCLIC PLANETS 
AND THE EFFECT OF WEB FOR 

INTERNAL GEARS 

Abstract. In aeronautics, internal gears have small rim thicknesses, howeverthough these rims are 
subjected to considerable deformation. Stresses in tooth roots appear outside meshing zones. The study 
presented in this paper deals with possible interactions between planets. The increase of stresses localized 
between two meshing planets is quantified by using a numerical model (Finite Prism Method). 
Furthermore, the influence of web position on the distribution of contact pressure is examined. For a spur 
gear, the presence of a web displaces the tooth contact zone. Peaks of pressure appear at the edge of the 
tooth. Web position can be determined in relation with the misalignments and, with a stiffer structure, a 
uniform contact pressure distribution can be obtained along the width of the tooth. 

1. INTRODUCTION 

When designing gearboxes for helicopter power transIlllsslOns, one of the 
constraints that must be taken into account is the need to reduce the weight of 
mechanical elements. Consequently, the ring thickness of planet gears is small, 
which in tum leads to considerable defonnation of the structure. It is possible to use 
these defonnations in the gear meshing zone to even the distribution of efforts 
between the planets of a planetary train. However, they lead to considerable stresses 
in tooth roots. It has been shown that for small rim thicknesses, the increase of 
stresses is considerable in tooth roots even when far from the meshing zone [1,2,4, 
6]. It is therefore necessary to study the interaction of meshing between different 
planets. In parallel, the influence of the position of a web placed on the rim was 
analyzed. This numerical study was perfoll11ed in order to calculate contact pressure 
distributions as a function of axis misalignments. 

2. NUMERICAL MODEL 

A numerical model for simulating quasi-static behavior of internal gears was 
developed [3, 7]. This model facilitates the design of planetary gears supported by 
webs. It takes into account tooth geometry, the general geometry of the gear, the 
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assembly and the relative position of elements. In particular it calculates the load 
sharing between the teeth in contact, stresses in tooth roots and meshing stiffness. 
Tooth deflection and surface deformations (Boussinesq's theory) are considered. 
Models are much used in design offices, thus computation times and computer 
memory have been optimized by integrating the Finite Prism Method [7], derived 
from the Finite Element Method [3, 5]. The principle consists in making mechanical 
and geometrical conversions of an entity in 3D into an equivalent 2D problem 
(transversal section of the prism). After resolution, 3D displacement, stress and 
results are obtained. Tooth meshing is simulated in the transversal plane for a 
toothed sector with at least 5 teeth. Tooth meshing is defined in 2D by using eight 
node quadrilateral elements (Fig. 1). This meshing is done automatically by the 
CA TIA software. 

The model uses different steps to simulate the behavior of an epicyclic gear internal 
ring for several kinematic positions in the line of action: 
- definition of the profile of teeth for the pinion and the toothed ring, 
- kinematics simulation, 
- study of elastic bending and contact behavior, 
- calculation of load sharing and instantaneous contact pressures, 
- calculation ofloaded transmission error and 3D stresses in tooth roots. 

3. INTERACTION BETWEEN TWO GEAR PLANETS 

3.1. Load sharing 

Loads applied by the pinion on the ring can lead to deformation of the entire toothed 
sector. It has been shown that these deformations occur for a rim thickness less than 
5 times the pitch module [4]. Thus, if the angle between two planets is less than that 
which separates two fixing points of the rim, the deformations of the structure 
interact with each other during gear meshing. In the example processed, each planet 
applies an input torque of 481 N.m. The model of the ring is defined by a sector of 
19 teeth (angle of approximately 131,5°). The geometrical characteristics of the gear 
are presented in table 1. Figure 1 shows the position of two meshing planets. The 
two planets are considered in phase for this kinematic position and each of them has 
two couples of teeth in contact. 

Table 1. Gear characteristics 

Pinion Gear 
Number of the teeth 16 52 

Pitch module: m (mm) 4 4 
Pressure angle (0) 20 20 
Face width (mm) 45 45 

Rim thickness (mm) 5*m 2*m 
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Tooth 16 Tooth IS 

Tooth! 

TOOlh I 

Figure 1. Definition of roots, teeth and two planets. 

Initially, the meshing of each planet is studied separately. The analysis is carried out 
to determine the load sharing between the couple of teeth in contact and the 
distribution of stresses in the tooth roots. Afterwards, computation is carried out by 
taking into account the two meshings simultaneously. Table 2 presents loads 
calculated for the three cases studied. Load sharing is slightly influenced by the 
proximity of two meshings for most loaded teeth (teeth nos. 6 and 16). The gap 
between efforts calculated with one and two planets is considerable only for teeth 
nos. 5 and 15, which are less loaded. 

Table 2. Loads on the teeth in contact 

Condition of the meshing 
Planet 1 Planet 2 Planet 1 and 2 ratio % 

tooth 5 (N) 139 - 215 55 
tooth 6 (N) 146 1 - 1385 -5 
tooth15 (N) - 407 469 15 
toothI6{N) - 1192 1130 -5 

3.2. Stresses in tooth roots 

Figures 2 and 3 present deformations of the external circle of the ring for cases with 
one (pinion I) and two planets respectively. The figures permit visualization of ring 
displacement with comparison to its initial position. The meshing of pinion 2 limits 
rim deformation in the area of its meshing and thus decreases the effect of rotation 
of the deformed line due to pinion 1. For the section near the meshing of planet 1, 
the deformation is very similar whatever the number of planets participating in the 
meshing. 
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C3 
Displacement (mm) x 1000 

Figure 2. Deformation with one planet. Figure 3. Deformation with two planets. 

Figures 4,5 and 6 show the distribution of stresses for 14 roots C3 to C16 defmed in 
figure 1. Figures 4 and 5 illustrate the case of a single planet (lor 2). In figure 6, the 
two pinions participate in the meshing with the ring. 
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Figure 4. Stresses with one planet (pinion 1). Figure 5. Stresses with one planet (pinion 2). 
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Figure 6. Stresses in the tooth roots with two planets together. 

For meshing with planet 1 (Fig. 4), the deformation of the rim limits tensile stress in 
roots 5 and 6 due to the loadings of the 2 teeth. On the other hand, compressive 
stresses are much higher (Fig. 4: (J'c = -50 MPa in root 4) than those obtained in the 
case of the meshing of planet 2 (Fig. 5: (J'c = -25 MPa in root 14). The roots far from 
the loaded teeth located before and after the meshing zone are subjected to tensile 
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stress. Thus, when the two planets are close to each other, tensile stresses are 
superposed and consequently stress increased (cases of roots 8, 9 and 10 in figure 6). 
On the contrary, for the roots subjected to compressive stress (Fig. 4: roots 3 to 6 
and Fig. 5: roots 11 to 14), the stress values decrease during the interaction of the 
two planets (12% for the maximal compressive stress in root 4 and 40% in root 14). 
Elsewhere, for the intermediate roots (roots 6, 7, 11 and 12), the stresses become 
positive due to the effect of rim deformation. 

4. EFFECT OF WEB POSITION 

The previous study shows that it is not possible to analyze the meshing zone alone. 
When designing a product, it is necessary to consider the mode defined for clamping 
the gear. In the gearboxes of helicopter transmissions, internal toothed rings are 
fixed via webs that connect the rim to the casing. Standard calculation methods do 
not take into account the location and the dimension of these webs. A preliminary 
study [5] identified and quantified the influence of the web on the distribution of 
stresses in tooth roots and contact pressures on active tooth flanks. This study shows 
that the geometry of the web limits the effects of axis misalignment for the spur 
gear. 

4.1 Contact pressure 

In order to visualize the effect of a web on distributions of contact pressure, three 
types of web setting (Fig. 7) are studied for the internal spur gear. Geometrical 
characteristics are presented in Table 3. Only the ring has a web while the edges of 
the rim and the pinion are fixed. The driving torque is equal to 100 daN.m for all the 
calculations. 

Table 3. Gear characteristics 

Pinion Ring 
Number of the teeth 51 195 
Pitch module (mm) 2.53 2.53 
Pressure angle (0) 20 20 
Face width (mm) 58 58 

After the kinematics simulation and the analysis of elastic behavior, the contact 
pressures on the flanks of the teeth are calculated. With 9 positions during the 
meshing period, the pressure distribution is presented in Figure 8 for kinematics 
position 4 and for the three types of web: web centered over the rim (a), on the edge 
(b), and web on one side in extension from the rim (c). Only the contact pressure on 
the couple of tooth 4 is indicated but in this position, tooth 3 also participates in the 
meshing. In all cases, the maximal pressure is situated exactly at the location of the 
web along the width of the tooth. With a centered web (a), few differences appear 
between the maximal value and the pressures distributed over the rest of the contact 
zone. On the other hand, for the web of type (b), a significant pressure peak is 
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obtained on the side of the tooth (80% difference in comparison to the other side). 
As for the position of the web (c), the value of the maximal pressure (484 N/mm2) is 
situated between those of the two other cases (a) and (b) (420 and 528 N/mm2). 

JY:: ~ W 
I 
~ 

I 

..,., 
,,)I' 
!Ill' 

(a) (b) (c) 

Figure 7. Position of the web on the ring. 
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Web (c) 

Figure 8. Distribution of the contact pressure on a tooth. 

Distributions of stresses in the tooth root were also studied, though they are not 
presented in this text. However, the same distribution as those of the contact 
pressures is obtained. Obviously, this can be explained by the fact that the stress in a 
root is directly linked to pressure distribution. Nonetheless, in the area of tooth roots 
close to the intersection between the web and the rim, the stresses also depend on the 
thickness of the rim. Thus for the web (b), the maximal stress located at the level of 
the web is three times higher than that calculated on the other side. This value (300 
N/mm2) is 50% higher than those obtained for the other cases (a) and (c) 
(approximately 200 N/mm2). 
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4.2 Misalignments 

The study of the distribution of contact pressures and stresses in tooth roots shows 
that the position of the web (b) permits obtaining a structure that is stiffer on one 
side of the tooth than on the other. The displacement of contact pressures on one 
side of the tooth can help to offset certain faults. The inclination is almost neglected. 
However, it has been shown [3, 4] that inclination has an influence in the case of 
deviation. Taking into account the most unfavorable coupling misalignment case 
(deviation and inclination) (Fig. 9), distributions of contact pressure were calculated 
with a model of type (b) (Fig. 7). They are presented in Figure 10 on the flank of 
tooth 4, and for the case of a ring without a web but with fixing around the entire 
rim. 

Figure 9. Dejinition of misalignments. 

Deviation and inclination angles of one minute each were applied to obtain 
comparisons with the initial position of the pinion. The maximal value of the 
pressure obtained was always located at the web position, but the difference between 
the two sides is only 16%. When comparing this result to the case without a web, the 
contact zone is not wholly located on one side of the tooth and more uniform 
distribution is obtained with the side web. The influence of the position of the web 
therefore compensates the effects of misalignment. For wider misalignment angles, 
it is thus possible to couple the influence of the web and a crown along the width of 
tooth. 

T oath race width position 

Withoul web With web 

Figure /0. Distribution of the contact pressure with misalignments: Deviation (/ ') and 
inclination (/ '). 
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5. CONCLUSION 

Decreasing the rim thickness of the ring leads to significant deformations. The 
numerical model developed permits quantifying the interaction of the two meshing 
planets. Load sharing between teeth in contact is influenced less. On the other hand, 
stresses in the tooth roots are modified. Regarding the example processed, tensile 
stresses increase in the roots far from the teeth in contact. Compressive stresses 
decrease (40%) in the presence of the two planets. The web used to fix the gear on 
the casing modifies the distribution of contact pressure. It is therefore shown that the 
web offsets faults in the case of misalignment. Indeed, peaks of pressure on the side 
of the tooth are eliminated and more uniform distribution is obtained. 
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KINEMATICS OF ROBOTS WITH 
ROLLER-CONSTRAINED BALL-WHEELS 

Abstract. We report on the kinematics of wheeled mobile robots (WMR) with ball­

wheels, and highlight their functional properties. To meet the fundamental requirements for 

the functioning of ball-wheels, the translational form-closure should be imposed on each ball 

to capture the ball without relying upon the ground. A set of symmetrical configurations of 

contact points is proposed. The relation between the twist of the platform of the WMR and 

the independent joint rates is obtained. 

L lNTRODU eTlON 

Wheeled mobile robots (WMR) equipped with conventional wheels are classical 
examples of nonholonomic systems. They have a lower number of independent 
velocities (mobility) than the number of positional degrees of freedom (dof) [1]. 
This means that, being able to reach an arbitrary position and orientation on 
the plane (three dof), WMRs cannot have arbitrary angular and translational 
velocities simultaneously (a mobility of two). As a result, the real-time control 
of WMR entails many theoretical and practical problems [2], [3]. Moreover, 
the nonholonomy of WMRs with conventional wheels causes complexities in 
trajectory planning and in the design of control algorithms, making standard 
planning and control algorithms developed for robotic manipulators inappli­
cable. To deal with these problems, WMRs with a mobility of three, called 
omnidirectional mobile robots, or full-mobility robots, have been developed. 
Full mobility is achieved by equipping the WMR with different kinds of wheels: 
offset-steered driving wheels; omnidirectional wheels; spherical wheels; etc. 

The most maneuverable wheel is a ball which possesses three dof without 
slip" [4]. The ball-wheel omnidirectional mechanism consists of a spherical tire 
supported by rollers [1, 5]. The WMR equipped with such wheels possesses 
three dof without slip and provides a smooth motion with constant Jacobian, 
and hence, without singularities [6]. 

A detailed analysis of WMRs with the different aforementioned wheels was 
reported in [4]. WMRs with conventional and omnidirectional wheels were 
analyzed in [2] but without considering ball-wheels. The most recent overview 
analysis of the development and classification of different kinds of wheeled 
mobile robots can be found in [7]. 
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In this paper we discuss the kinematics of WMRs with ball-wheels in roller­
type bearings, and highlight their properties. 

2. KINEMATICS OF ROLLER-CONSTRAINED BALL-WHEELS 

We introduce a velocity-level analysis which is needed in the dynamics analysis. 

2.1. General Considerations 

We assume that the WMR is a mechanical system composed of rigid bodies 
connected by ideal joints, which operates on a regular horizontal surface, free of 
obstacles. In this work we deal with WMRs equipped with ball-wheels, driven 
by identical rollers. We also assume that the wheel-ground and wheel-roller 
contacts are point contacts, and that the translational friction at such contacts 
is large enough to prevent slippage. 

Arrays of ball-wheels must satisfy two fundamental requirements for func­
tioning [6]: 

1. Each ball-wheel must be free to rotate with respect to the platform with­
out sliding; and 

2. The ball centre should be fixed with respect to the platform. 

To meet these requirements, the translational form-closure should be imposed 
on the balls [6, 8]. Translational form-closure means that the ball centre is fixed 
to the platform without imposing any constraint on rotation of the ball. This 
form-closure may be provided by ball contacts with the wheel mechanism and 
with the ground. The ball-ground contact is not reliable and can be broken 
any time during the platform motion. Therefore, the ball mechanism should 
be able to capture the ball without relying upon the ground. 

A single ball rolling on a surface without sliding has a mobility of three. 
Since "a minimum of seven contacts are needed to fix a body in space" [8], 
the number of contacts needed for a translational form-closure for a ball is 
7 - 3 = 4. On the other hand, from a geometric point of view, the general 
equation of the sphere contains four arbitrary constants; therefore, the sphere 
should satisfy four specific independent conditions. Moreover, to guarantee 
form-closure, the four contact points must not lie within a single hemisphere 
of the ball, including its boundary, so that there will be always at least one 
contact point on an arbitrary hemisphere of the ball. 

The configuration of a WMR platform can be described by a three-dimensional 
array of generalized coordinates, corresponding to the three dof (two for posi-

tion and one for orientation), which can be chosen as q == [cT 1jJ ] T where c 
is the 2-dimensional position vector of the platform centre of mass, while 1jJ is 
the angle of the platform orientation with respect to a reference frame. Then, 

the twist t of this platform can be expressed as: t = [i:7 ~ ] T. Needless to 
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say, if the WMR is composed of several bodies, it has more dof than the plat­
form itself and, therefore, needs additional generalized coordinates to describe 
its configuration. 

Figure 1: Unit vectors for the ith ball-wheel. 

If the layout of the platform of a WMR with s wheels is symmetric with 
respect to its mass center C, then (Fig. 1) 

s 

(1) 
i=l i=l 

where ei and fi are unit vectors of a frame fixed to the platform with the origin 
at the platform centre of mass and with fi oriented toward the centre of the ith 
wheel. Moreover, if Ci is the position vector of the centre Ci of the ith wheel 
in the reference frame, while d is the common horizontal distance between the 
mass centre C of the platform and that of the wheel, then 

Ci = C + fid, i = 1, ... ,s . (2) 

Upon differentiation of both sides of eq.(2) with respect to time, we have 

(3) 

From eq.(3), using eq.(l), we derive the kinematic relations which hold if the 
wheel layout is symmetric with respect to the centre of the WMR platform, 
namely, 

1 s 

C = - LCi' 
S i=l 

2.2. Actuation Scheme 

(4) 

It is clear that the platform, as a rigid body under planar motion, has a mobi­
lity of three; each single ball has also a mobility of three but, being fixed to 
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the platform by the translational form-closure, each ball is subjected to two 
kinematic constraints (3). Then, the mechanical system of the platform with 
8 ball-wheels, fixed to this platform by the translational form-closure, has a 
mobility of 3 + 38 - 28 = 3 + 8 and should be driven by 3 + 8 actuators. 

The velocity of the ball centre of the ith wheel is 

Ci = Wi X (Rk) = RWi X k (5) 

where Wi is the ith ball angular velocity: Wi = [Ui Vi Wi] T. Now, if we 

note that Wi x k = [Vi -Ui 0] T, we can rewrite eq.(5) in 2-dimensional 
form: 

Ci = -REwi = RET Wi 

where we have introduced the notation 

[ 0 -1] 
E= 1 0 

Then, eq.(3) can be written in the form 

RET Wi = C - ~eid . 

(6) 

(7) 

It is clear from eqs.(6) and (7) that one component of the angular velocity vector 
Wi, namely, Wi, which is normal to the ground, is not constrained; therefore, the 
platform motion does not depend on this component, and vice versa. Hence, 
Wi (i = 1,2,3) can have arbitrary values regardless of the platform motion. 
Actuation or constraint of this component of the wheel angular velocity is 
left to the discretion of the designer. For example, the ball motion can be 
controlled in such a way as to maintain a certain desired (zero or non-zero) 
magnitude of Wi. Therefore, 8 of the 3 + 8 actuators should be employed to 
control Wi, for i = 1,"',8, leaving us with three actuators needed to define 
the WMR platform motion. 

Two possibilities to connect the last three actuators to the wheels arise: 
(i) one actuator per each of three wheels or (ii) two actuators for one wheel 
and one actuator for one more wheel. This means that the number of non­
redundant driving wheels for a platform undergoing a planar motion is three 
(i) or two (ii), while the total number of wheels can be arbitrary. For symmetry, 
we can recommend connecting one actuator to each of the three driving wheels 
to define the twist t of the platform and choosing the number of ball-wheels 
equal to three or multiples of three. 

2.3. Optimum Location of the Rollers 

2.3.1. Velocity Analysis of Roller-Constrained Ball- Wheels 
Let a roller be mounted on a roller-carrier as shown in Fig. 2. The ith roller­
carrier can rotate with respect to the platform about an axis parallel to the 
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Figure 2: Ball-wheel with a roller fixed to the roller-carrier 

unit vector k (normal to the ground) and passing through the centre C i of the 
ith ball (Fig. 2). Let Ai be the contact point between the ball and the roller 
whose axis of rotation, Ai, is parallel to the unit vector Jli' with R being the 
radius of the ball and r the radius of the roller. Let ¢ik be the angular velocity 
of the roller-carrier (Fig. 2) and ai, a~ denote the position vectors of points Ai 
and A~, where A~ is a point of the roller-carrier which coincides with the centre 
of the roller. Hence, the velocity of point A~ is 

it; = Ci + ¢ik x (a; - Ci) . (8) 

Besides, the velocity of the contact point Ai on the roller is 

• . I· ( ') ai = a i + QiJli X ai - a i , (9) 

where O:i is the angular velocity of the roller rotation around its axis. Substi­
tuting eq.(8) into cq.(9), we obtain 

(10) 

Let lli denote the unit vector normal to the sphere at point Ai, pointing out­
wards. Then, 

a; - Ci = (R + r)lli , 

and eq.(10) can be written in the form: 

I ai - ai = -rlli 

iti = Ci + ¢i(R + r)k x lli - O:irJli x lli . 

Moreover, we have 
iti - Ci = Wi X Rlli . 

Substituting eq.(13) into eq.(12), we derive 

RWi x lli = ¢i(R + r)k x lli - O:irJli x lli . 

(11) 

(12) 

(13) 

(14) 
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By dot-multiplying eq.(14) with k we obtain, after simplification, 

. Rk x lli' Wi 
(ti =--

T k x lli . J.Li 
(15) 

For robustness, we must maximize Ik x lli . J.LJ To this end, {lli' J.Li' k} must 
be an orthonormal triad, and hence, k x lli . J.Li = 1. This means that we need 
lli, as well as J.Li' to lie in a plane perpendicular to k or parallel to the rolling 
plane. This is possible only if the location of the roller axis is chosen on the 
equatorial plane of the ball (Fig. 3). In this case, we obtain from eq.(15): 

R 
ai = --J.Li . Wi· 

T 
(16) 

The vertical component Wi of the ball angular velocity Wi can be found by 
dot-multiplying eq.(14) by J.Li: 

¢i(R + T) = RWi 

where, obviously, Wi = k . Wi. Hence, we have 

R+T· 
Wi = ~¢i' 

We have thus shown that Wi, the vertical component of the angular velocity 
of the ball, is fully defined by the roller-carrier rotation. Hence, to define this 
component, the roller-carrier should be actuated. To define the remaining two 

k 

Figure 3: Ball-wheel with its rollers: 1, the ball; 2, the roller-carrier; 3, one 
roller 

components of Wi, which determine Ci, the velocity of the centre of the wheel, 
a single ball-wheel should be driven by two rollers. Let the angular velocity 
of these rollers around their axes, of unit vectors J.Li and Vi, be ai and ~i' 
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correspondingly. We assume henceforth that the axes of the rollers are located 
in a plane parallel to the ground. Hence, these unit vectors are considered 
two-dimensional from now on. Then, we write eqs.(16) for the two rollers in 
the form 

a = J1i . Wi, ~ = Vi . Wi (17) 

The two components of Wi can now be expressed in terms of ai and ~i: 

(18) 

where b.i is defined as b.i = vTEJ1i' Finally, we can write the ball angular 
velocity vector in the form: 

(19) 

2.3.1. Optimum Location of the Roller Bearings 
As discussed above, to meet the translational form-closure requirements for 

a ball, at least four rollers must contact the ball. Moreover, all points of contact 
between ball and rollers must not be contained within any single hemisphere 
and its boundary. Nevertheless, if three rollers are located in the equator, as 
shown in Fig. 3, the points of contact with these rollers are contained on the 
boundary of the corresponding hemispheres. Therefore, there must be another 
set of rollers located in such a way that there will be always at least one contact 
point on an arbitrary hemisphere of the ball, i.e., at least, one above and one 
below the equator. These roller axes must be fixed by revolute joints to a frame 
which is capable of rotating around an axis normal to the ground. The kine­
matic relations for these rollers should also obey eq.(14). After dot-multiplying 
eq.(14) by J1i' we obtain 

{[¢i(R + r)k - RWi] x lld . J1i = 0 (20) 

from which follows that vector J1i, that defines the roller axis orientation, should 
be normal to Ii == [¢i(R + r)k - RWi] x lli. On the other hand, J1i is normal 
to lli itself. Therefore, J1i should be parallel to Ii x lli. Hence, to satisfy 
the non-slipping conditions we cannot have more than two contact points with 
supporting rollers in one horizontal non-equatorial plane (Fig. 4). But if the 
contact point between the ball and the roller lies in the equatorial plane of 
the ball, then lli is horizontal. If the roller axis is also horizontal, then vector 
¢i(R + r)k - RWi should be horizontal as well and Ii vertical. In this case any 
horizontal direction for J1i will satisfy eq.(20). 

Then, to complete the form-closure for the ball, a set of symmetrical con­
figurations of contact points is proposed in Fig. 5. In Case 1 we have seven 
rollers; in Case 2 we have six rollers (in both cases the ball is supported without 
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Figure 4: Contact points with supporting rollers 

Case 1 Case 2 

(0) ,ff!\, i!,~, 
W~ 

4 2 

Case 3 

6~004t5 5 
60° 1 t / 

2 I 
\ / 

p 

~P~ 5 + 3 
4 

2 

Figure 5: Cases of roller locations: (a) front view; (b) top view 

relying upon ground contact). Case 3 requires only five rollers, but relies upon 
ground contact to support the ball-wheel. 

2.3.2. Velocity Analysis of Roller-Constrained Ball- Wheels 
From eqs.(6) and (18) we derive 

Hence, using eqs,(4), 

[ c] T 3 1 [ dl ] 
t == ?j; = 3d ~ ~i -er u 

(21) 

where 1 denotes the 2 x 2 identity matrix and u is the two-dimensional vec­
tor defined as u == ail/i - iJif..Li. Let us now introduce the notation M == 
[f..Ll f..L2 f..L3]' N == [1/1 1/2 1/3]' and 

f..Le == 
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where 

Then we can express the twist of the platform in the form 

r [N -M] . 
t="3 -vIld MIld ~. 

In case (i) we connect one actuator to one roller for each of the three wheels. 
Then, the angular velocity of only one of the rollers connected to each of three 
driving wheels is independent. Without loss of generality, we choose all iii 
independent, and hence, $i can be expressed in terms of iii upon noticing that 
the wheels are fixed to the platform by translational form-closure. We can, 
therefore, write: 

This forms a system of three equations linear in iii and $i if we consider eqs. (21). 
Hence, we can express $i in terms of iii in the form DM(3 = DNa where we 
have introduced the notation 

Then, we have 

To derive the inverse kinematic relations we note, from eq.(17), that we have 
ai = Mr Wi and from eqs.(3) and (6), 

We finally obtain 

-ed 1 t , , i = 1,2,3 

1 
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or using relation Eei = fi 

which are the inverse kinematic relations sought. 
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LEILA NOTASH AND JINGQIU ZHANG 

STRUCTURAL SYNTHESIS OF KINEMATIC CHAINS 
AND MECHANISMS 

Abstract. This study deals with the generation of kinematic chains with a given number of links and 
degree of freedom, as well as the derivation of the structurally distinct mechanisms from a specified 
kinematic chain by fixing a link of the kinematic chain as a frame link. Algorithms for determining the 
number of binary links and polygonal links of a chain, as well as the number of binary links that are 
connected to each other and their combinations, are developed. In order to eliminate isomorphic 
kinematic chains and mechanisms, a modified Degree Code method is proposed. Moreover, computer 
programs using Matlab are developed to computerize the whole procedure. 

1. INTRODUCTION 

At the initial design process of the mechanism design, it would be very helpful to 
have all possible kinematic chains for a given number of links and degree of 
freedom (DOF). To properly select the frame link for the design, all possible 
structurally distinct mechanisms derived from a specified kinematic chain should be 
investigated as well. For these purposes, the structural synthesis of chains and 
mechanisms is needed and it has been the subject of a number of studies for a long 
time. The methods employed in these studies are based on pure intuition and 
inspection, Franke's notation, graph theory, transformation of binary chains, and so 
on (Davies and Crossley, 1966; Manolescu 1973; Raicu, 1974; Mruthyunjaya and 
Raghavan, 1984). 

In this study, the algorithm of Hwang and Hwang (1992) is used for generating 
non-degenerate and non-isomorphic chains with a given number of links and DOF. 
A method for deriving structurally distinct mechanisms from a specified chain is 
proposed. To detect isomorphic chains and mechanisms, a modified Degree Code 
method, based on an algorithm proposed by Tang and Liu (1993) is introduced. 
Computer programs using Matlab are developed, and the results are validated. 

2. GENERATION OF KINEMATIC CHAINS 

The two main steps of generating chains are as follows: (i) determination of the 
connection between links and joints, and detection of degenerate chains with rigid 
sub-chains; (ii) detection of isomorphic chains. The connection between links and 
joints could be presented by the contracted link adjacency matrix (CLAM) of Hwang 
and Hwang (1992) and the isomorphic chains could be identified utilising the 
Degree Code method of Tang and Liu (1993). 
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A chain consists of two kinds of links: binary links and polygonal links. Each 
string of binary links, called a contracted link, is regarded as a unit. Each polygonal 
link is also regarded as a unit. The CLAM of a chain with n units is an nf-H 

symmetric matrix with diagonal element eii = f (if unit i is a polygonal link with f 
joints), and eii = -m (if unit i is a contracted link with m binary links), for 

i = 1 , ... , n. The largest value of the diagonal elements is placed in the left top 
element of the first column of the CLAM, and other elements are arranged in 
sequence, i.e., the smallest value of the diagonal elements is put in the right bottom 
element of the last column. The off-diagonal element eij of the CLAM is defined as 

eij = t if unit i and unit j are connected by t joints, and eij = 0 otherwise (Hwang 

and Hwang, 1992). For example, there are 3 polygonal and 4 contracted links in the 
chain shown in Figure Ib (same chain as in Figure la, with different numberings to 
specify the units). The CLAM of the chain is a 7 H matrix as given in equation (1). 

(a) (b) (c) 

Figure 1. A ten-link chain with "E" representing the base link. 

4 0 0 0 2 

0 3 1 1 0 0 

0 3 0 0 

CLAM = 0 -I 0 0 0 (1) 

1 0 1 0 -I 0 0 

0 1 0 0 -2 0 

2 0 0 0 0 0 -3 

2.1. Algorithm for Enumerating Chains 

The chains could be enumerated for a required number of links and DOF by 
constructing all the possible CLAMs that satisfy the given requirements. For this 
purpose, the algorithm presented in Hwang and Hwang (1992) is used and modified. 
The algorithm includes three steps: the determination of diagonal elements with 
positive values for polygonal links; the determination of diagonal elements with 
negative values for the contracted links; and the determination of off-diagonal 
elements, which represent the connectivity between the links. For implementing the 
procedure, link assortments, contracted-link assortments, and off-diagonal elements 
of the CLAM are generated. 
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2.1.1. Determination of Link Assortments 

The link assortment of a chain is a set of numbers consisting of the number of binary 
links n} , ternary links nj , and i-nary links ni , in order respectively, in the chain; 

i.e., {n}, n j , ... , ni , ... , n p }, in which the subscript p is the number of joints of 

the polygonal link with the largest number of joints. The value of p in a chain with 1 
links and P DOF is determined as (Hwang and Hwang, 1992): 

p= 

(l-P+l)/2 

I-P-1 
min ? 

(I + P -1)/21 

if P = 0 or 1 

if P? 2 
(2) 

An algorithm is introduced to determine all the possible link assortments with 1 links 
and P DOF. After the link assortments of a chain are determined, the diagonal 
elements with positive values and the absolute value of the sum of the diagonal 
elements with negative values can be obtained. The link assortment algorithm is: 

Step 1: Compute p for the given number of links I and DOF P using equation (2), 
noting that p must be an integer number for any chain. 

Step 2: For any {n}, nj , ... , ni , ... ,np } in which ni (i= 2, ... ,p) is from 0, ... , 

I, calculate the number of links t = n} + n3 + ... + n p and the number of joints 

/=(2n}+3nj+"'+pnp )12 for a chain with F* DOF,inwhich p* can be 

determined utilising Griibler's equation for 1 DOF joints as p* = 3(/' -1) - 2/ . 

Step 3: If the DOF p'satisfies the given DOF of the chain, F' = P, and the 

number of links t* is equal to I, t* =1, the link assortment {n}, nj , ... , 

ni , ... , np } is one of the assortments which satisfy the specified requirements. 

Step 4: Repeat the procedure from step 2 to get all of link assortments that satisfy 
the requirements. 

As an example, chains with ten links and 3 DOF are considered. Using equation 
(2), the value of p is 6. All the possible link assortments are generated using Matlab 
and are given in Table I. The chain in Figure I b has 7 binary links, 2 ternary links 
and 1 quaternary link. Its link assortment is n} = 7 , nj = 2 and n4 = 1 (third row in 

Table I). Therefore, the first three diagonal elements of its corresponding CLAM are 
4, 3 and 3. The sum of absolute value of the remaining diagonal elements is 7. 

2.1.2. Determination of Contracted-Link Assortments 

The contracted-link assortment of a chain is a set of numbers consisting of the 
number of contracted links with one, two, and i-binary links, in order respectively, 
i.e., {bl , b}, ... , bi , ... , bq } in which q is the largest number of binary links in the 
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Table 1. Link assortments of 3 DOF ten-link chains 

n2 n3 n4 ns n6 
6 4 0 0 0 
7 2 1 0 0 

0 2 0 0 
8 1 0 1 0 
9 0 0 0 1 

contracted links of the chain. The maximum value of q for an F DOF chain is 
q = F + 1 , and the following equations can be derived (Hwang and Hwang, 1992): 

bJ +b2 +b3 + .. ·+bq =b (3) 

(4) 

where b is the number of contracted links, and n 2 is the total number of binary links 

in the chain. The possible range of b ( bmin ~ b ~ bmax ) has to be determined first to 

list all of the possible contracted-link assortments for a given link assortment. If Ix 

represents the number of polygonal links and 2jx gives the total number of joints of 

the polygonal links, the following relationships hold (Hwang and Hwang, 1992): 

(5) 

(6) 

The maximum value of b, bmax , could occur when the polygonal links are not 

adjacent to one another, which means that each contracted link is connected to two 
joints of two polygonal links. Hence, a possible maximum value for bmax could be 

equal to jx' Also, bmax is limited by the total number of binary links n2 • 

Therefore, bmax = min{!t 2' j x}. The minimum value of b, bmin , could occur when the 

polygonal links are connected, as close together as possible, without forming a rigid 
chain so as to reduce the number of the contracted links b. Therefore, the polygonal 
links must form a chain with I or 2 DOF if the number of polygonal links Ix is even 

or odd. Hence, using Grubler's equation, bmin is defined as bmin = jx - jx· , where: 

o 
2jx· = 3(lx -1)-1, 

3(lx -1)-2, 

if Ix = 1 

if Ix = 2, 4, 6, .. . 

if Ix = 3, 5, 7, .. .. 

An algorithm is developed to generate all the possible contracted-link 
assortments for a given link assortment. Thus, the diagonal elements with negative 
values in the CLAM are determined. The algorithm consists of the following steps: 

Step 1: Calculate q = F + 1 . 
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Step 2: Get n2 from one of the link assortments (detennined in Section 2.1.1). 

Step 3: Detennine bmax and bmin . 

Step 4: For any {b, bI , b2 , ••• , bi' ... , bq } in which b is from bmin to bmax , and 

bi (i=1, ... , q) is from 0, ... , n2 , calculateb*=bI +b2 +b3 +···+bq , and 

n2* =bl +2b2 +3b3 +·"+qbq . 

Step 5: If n2 * and b' satisfy n2 * = n2 and b * = b respectively, a contracted-link 

assortment {b, bI , b2 , •.. , bi' ... , bq } is obtained. Repeat from step 4 to 

generate different sets of {b, bI , b2 , •.• , bi' ... , bq }. 

Step 6: After all the possible contracted-link assortments for one of the link 
assortments are computed, move to the next link assortment by going to step 2 
until all the possible contracted-link assortments are generated. 

Using this algorithm, all the possible contracted-link assortments for the link 
assortment {7, 2, 1} are obtained by running a Matlab program, and the results are 

listed in Table 2. It can be seen that the chain shown in Figure 1 b is one of the 
chains with the fifth contracted-link assortment {2, 1, 1} given in Table 2. 

If the generated chain contains a degenerate sub-chain, the corresponding CLAM 
will contain a degenerate sub-matrix. Therefore, the degenerate chains could be 
detected by inspecting the CLAMs. The steps for systematic generation of all the 
possible CLAMs and discussion on identifying degenerate sub-matrix of the CLAMs, 
are given in Hwang and Hwang (1992) and will not be repeated here. 

Table 2. Contracted-link assortments for the link assortment {7, 2, 1} 

b bl b2 b3 b4 

0 2 1 0 

3 1 0 2 0 
1 1 0 1 
I 3 0 0 

4 2 1 1 0 
3 0 0 1 
3 2 0 0 

5 4 0 1 0 

2.2. Detection o/1somorphic Chains 

Based on graph theory, a mechanism (chain) can be converted into its equivalent 
graph by considering nodes and edges corresponding to links and joints of the 
mechanism respectively, and edge connection between nodes corresponding to the 
kinematic pairing between the links of the mechanism. Nodes of the graph are 
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labeled with link numbers. If there exists more than one type of kinematic pairs in 
the mechanism, it is necessary to label the edges of the graph distinctly. 

3~ 
2~~~W 

(a) (b) 

Figure 2. (a) Graph representation o/the chain in Figure la; (b) The graph after relabeling. 

The degree of a node of a graph is defined as the number of edges incident to it. 
For instance, in Figure 2a which is a graph representation of the chain given in 
Figure la, the degrees of the nodes of the graph in the numerical order of the nodes 
(starting from node I) are (3,2,2,3,2,4,2,2,2,2). The nodes could be rearranged so 
that their degrees are in descending order, and the nodes with the same degree could 
be permuted to get a new relabeling. The degrees of the nodes could be used to 
arrange the adjacency matrix (AM) of the chains. For an I-link chain, the AM is an 
I H symmetric matrix with its entry aij = 1 , if link i is adjacent to link j, and 

aij = 0 otherwise. Thus, all diagonal elements of the AM are zero. The proposed 

modified Degree Code method represents the chains by the CLAM, rather than by 
the AM as was proposed by Tang and Liu (1993), since for a given chain the size of 
the CLAM is smaller than that of the AM. The algorithm is as follows: 

Step 1: Determine the degrees of the nodes in the graph. 
Step 2: Rearrange the nodes so that their degrees are in descending order. 
Step 3: Permute the nodes with the same degree to get a new relabeling. 
Step 4: For each relabeling, concatenate the absolute values of the diagonal 

elements and the upper right triangular elements of the corresponding CLAM, 
and form a number with a base, which is the greatest absolute value of elements 
in the CLAM plus one. Covert this number into a decimal integer. 

Step 5: Find the maximum value of these integer numbers, i.e., the Degree Code. 

To avoid the precision problem in Matlab, the Degree Code of the CLAM could 
be composed of two parts. The first part is the string of the absolute values of the 
diagonal elements of the CLAM, which is not converted to a decimal integer. The 
second part is the elements in the upper right triangle of the CLAM, except for all 
"0" elements on the rows corresponding to negative diagonal elements. The second 
part is then converted to a decimal integer. In identifying isomorphic chains, the first 
parts of Degree Codes of two chains are compared firstly. If they are identical, the 
second parts will be compared; otherwise, these two chains are non-isomorphic, i.e., 
the first and second parts of the Degree Codes of isomorphic chains are equal. 
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The Degree Code of the chain in Figure 1 b, with the corresponding CLAM given 
in equation (1), is fonned by two parts. The absolute values of the diagonal elements 
give the first part (4331123); and the upper right triangle of the CLAM, except for all 
"0" elements on the rows corresponding to negative diagonal elements, give the 
second part (001102110100110, which can be represented in base ten as 756957). 

3. GENERA nON OF STRUCTURALLY DISTINCT MECHANISMS 

When a link of a chain is fixed, it becomes a mechanism. In general, n mechanisms 
can be derived from an n-link chain. However, all these mechanisms may not be 
distinct. If any two links of a chain are structurally equivalent, the mechanisms 
derived by making them the fixed links are the same. Thus, the number of 
structurally distinct mechanisms that can be derived from a given chain is equal to 
the number of structurally dissimilar links in the chain. The Degree Code is used to 
be the invariant to discriminate among the links of a chain. The relative disposition 
of a link in a chain is reflected in the Degree Code. The Degree Codes for all 
mechanisms derived from the given chain are detennined and compared. If any two 
fixed links have the same Degree Code, they are isomorphic, otherwise not. If the 
number of structurally distinct fixed links are known, the number of structurally 
dissimilar mechanisms of the chain are detennined. 

Based on the Degree Code method, the only need for generating structurally 
distinct mechanisms from a specified chain is to label the ground link with a symbol. 
If the ith link of the chain is selected as the base, every non-zero element of the ith 
row and ith column in the AM or CLAM corresponding to a given chain needs to be 
added with a number to make the chain with a specified frame different from the 
original chain. So as to avoid element repetition in the AM (CLAM), the number 
added has to be equal to or greater than the largest element in the AM (CLAM). 

For example, if link 3 of the chain given in Figure fa is chosen as the base 
(labelled with "B"), with its corresponding link relabeling shown in Figure Ie, its 
Degree Code is string "00111100011000200010001000000000000000100 1200"using 
the AM. By fixing links 1 to 1 0 one at a time, six structurally distinct mechanisms 
with ground links 1,3,5,6,7 and 8 are derived from the chain given in Figure lao 

4. COMPUTER PROGRAM 

A Matlab program is developed for generating all of the possible chains for a 
specified number of links and DOF. The program first pennutes all the possible link 
and contracted-link assortments, and generates all the possible connections between 
polygonal and contracted links for each combination of link and contracted-link 
assortments. Then the degenerate chains are detected and eliminated, and the 
isomorphic chains are identified and removed using the Degree Code method. The 
non-degenerate and non-isomorphic chains that could be generated with 6 to 13 
links and DOF from 1 to 8, respectively, are generated (Zhang et aI., 2000). The 
results are consistent with the published data by Mruthyunjaya (1984), and Hwang 
and Hwnag (1992). Another Matlab program is developed to generate all of the 
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possible structurally distinct mechanisms for a given chain, based on the Degree 
Code of the chain when the links of the chain are fixed one at the time, after 
eliminating the isomorphism. All of the structurally distinct mechanisms for several 
chains have been determined and the results are concordant with Manolescu (1973). 

5.CONCLUSIONS 

The method proposed by Hwang and Hwang (1992) was used to generate chains 
with a specified number of links and DOF. Algorithms for obtaining the link 
assortments and contracted-link assortments, which are not available in their article, 
were proposed and also proved to be reliable after testing with the published cases. 
Although the Degree Code method proposed by Tang and Liu (1993) was utilized to 
eliminate the isomorphic chains, the method was modified to adapt to chains 
represented by the CLAM, rather than by the AM. The proposed method of deriving 
structurally distinct mechanisms from a given chain is simple and reliable. 
Furthermore, in order to solve the precision problem of Matlab in detecting 
isomorphism, the modification of the Degree Code method was conducted in the 
structural synthesis. The input allocation of a chain which was discussed in Zhang et 
al. (2000) is not reported here because of space limitation. 
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This paper deals with the kinematic synthesis of manipulators. A discusion 
of the problem of determining the kinematic parameters of a manipulator is 
based on the assumption that the locus of its end-effector has to cover a region 
which is as close as possible to the shape of a desired volume. The approach 
centers on the identification of intrinsic parameters of a volume to define an error 
between the two volumes. Furthermore, an efficient method to determine six 
degrees of freedom manipulator workspace is developed. Then, the synthesis 
problem is formulated as an optimization problem where the manipulator which 
minimize the error between its workspace and the desired volume is looked for. 
The determination of a planar and a spatial serial manipulator able to reach a 
given region will illustrate the approach suggested here. 

1. INTRODUCTION 

The aim of kinematic synthesis of manipulators is to fi nd a starting solution 
for an iterative design process. Numerous criteria are proposed in the literature 
to help designers to choose manipulator kinematic parameters. A geometric 
criterion requires the manipulator end-effector to reach a set of points [I], [2] or 
to follow a trajectory [3]. In order to reduce the number of solutions, kinematic 
[4] or static [5] criteria are added, constraining the manipulator under other 
physical aspects. More general critera such as isotropy [6] or dexterity [7] 
require minimal performance on a whole region of space rather than on a few 
points. 

The present paper deals with another criterion, namely the shape of the 
manipulator workspace. The aim is to determine the kinematic dimensions of 
the links of a manipulator for a prescribed workspace. This will ensure that 
the manipulator is able to reach some particular region in space or make sure 
that known obstacles are out of the manipulator's reach. The problem can be 
stated as follows: to specify the kinematic parameters of a manipulator in such 
a way that the locus of the end-effector covers a region whose shape is as close 
as possible to the shape of a desired volume. Hence, the synthesis problem 
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is formulated as an optimization problem where the manipulator parameters 
which minimize the error between the two volume shapes are looked for. 

The optimization problem formulation raises two major diffi culties: measur­
ing the error between two volumes and determining the workspace of general 
manipulators. As will be shown in section 2, the fi rst problem is sol ved through a 
normalization process based on identifi ying a set of intrinsic parameters describ­
ing the given volume shape. The error is then defi ned as an euclidian distance 
between two vectors. Section 3 will look at the general manipulator workspace 
determination method. This method takes advantage of the serial structure of 
the manipulators studied in this paper to build intermediate workspace from the 
end effector to the manipulator base. Section 4 explains in detail the synthesis 
process which is based on an optimization technique to determine the manip­
ulator parameters. The objective function uses the volume error to evaluate 
manipulators. 

2. COMPARISON OF VOLUMES 

The optimization formulation of this problem concerns the fundamental issue 
of measuring the error between two volumes. A well known approach consists 
in computing the volume of the mismatch region. This is diffi cult because 
any translation, rotation and scaling of one volume relative to the other involve 
a modifi cation of the mismatch region. Although there is clearly an optimal 
transformation which makes the error minimal, determining such transforma­
tion is a long and diffi cult process, making the error estimation impractical in 
the context of kinematic synthesis of manipulators. 

2.1 Normalization process 

The approach suggested here is a three-dimensional extension of the one 
proposed by Dibakar and Mruthyunjaya [8] for planar trajectories. It reduces 
the two volumes (i.e. the desired one and the current manipulator workspace) to 
their shape representation by performing a normalization transformation. The 
shape of an object is defi ned in relation to all its aspects which are independent 
of its size and coordinate system. This leads to the identifi cation of those as­
pects which are invariant under the translation, rotation, scaling and reflection 
operators. For example, a sphere with a center at (0,0,0) and a radius of 1 
and another sphere with a center at (1,6,2) and a radius of 0.5 represent two 
different volumes but both have a spherical shape. The normalization process 
takes advantage of the fact that every volume has an intrinsic coordinate frame 
located at the center of gravity of the volume and its axes are the principal 
inertia axes of the volume (i.c. assuming a unitary density of the workspace). 
The aim of the normalization is to rotate the volume so as to make its principal 
inertia axes parallel to reference frame axes, and then to scale the volume so as 
it fi ts within an edge unit cube without deforming it. Figures l(a) to l(d) show 
the different steps involved in the process: 



www.manaraa.com

General Manipulators Synthesis for a given Workspace 401 

1 Rotation: the initial volume V (fi gure lea)) is rotated in order to make 
its principal inertia axes parallel with the reference frame axes (fi gure 
I (b)). Parameters for this rotation are found from the coordinates of the 
eigenvector of the inertia matrix of the volume. Eigenvectors are stored 
in ascending order of eigenvalues. 

2 Translation: the rotated volume is then translated in such a way that it is 
contained in the fi rst quadrant and one comer of its axes-aligned bounding 
box is on the reference frame origin (fi gure l(c)). 

The translation parameters are found from the coordinates of the "lower 
far left" comer of the bounding box, i.e. the comer with the smallest 
coordinates. 

3 Scaling: the rotated and translated volume is scaled to fi t in an edge unit 
cube (with comer at position (0,0,0) and (1,1, 1))(fi gure led)). The 
parameter of the scaling is computed from the greatest length of the 
bounding box. The resulting volume is named the normalized volume V. 

The last step in the normalization process is carried out by computing the 
greatest length of the axes aligned parallelepedic bounding box of the rotated 
volume. This leads to the identifi cation of a characteristic length (4) of the 
volume. 

2.2 Global parameters 

A normalized volume is independent of translation, rotation and scale. 
Hence, the extraction of some global parameters which are specifi c to the shape 
of the volume is made possible. The global parameters considered for shape 
representation are as follows: 

- the volume of the normalized volume: V = V I L~, 
- the surface of the normalized volume: S = SI L~, 
- the position of the center of gravity of the normalized volume (fi rst mo-

ment): Cx = cx/ Lc, cy = cyl Lc and Cz = czl Lc 

- the principal moments of inertia of the normalized volume (second mo-
- 3 - 3 - 3 

ment): Ixx = Ixxl LC' Iyy = Iyyl Lc and I zz = Izzi Leo 

where cx , cY' Cz are the center of gravity coordinates of the rotated and translated 
volume, V, Sand lxx, I yy , I zz are respectively volume, surface and the principal 
moment of inertia of the volume before the normalization process. 

The normalized volume is then represented by a seven dimensional vector, 
called normal vector and given by the following relation: 

(1) 
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(a) Initial vol. (b) Rotation (c) Translation (d) Scaling 

Figure 1. Normalization process 

2.3 Distance between two volumes 

The error between two volumes (i.e V1 & V2 ) is determined as follows: 
in the fi rst step, !he no~alized volume V1 and V2 are computed. Then, their 
normal vectors V~ and V~ are extracted. Hence, The error between the two 
volumes is defi ned as the euclidian distance between the normal vectors shown 
as: 

(2) 

3. MANIPULATOR'S WORKSPACE 

The second issue to be solved in the workspace synthesis procedure is the 
determination of the volume of the workspace of a given manipulator. 

The workspace determination problem has drawn a lot of work from many 
researchers in the past years, but it has been solved analytically only for simple 
manipulators with a few degrees of freedom. No analytical formulation of the 
workspace for serial manipulators with a general architecture exists. Hence, 
for our purpose, a numerical representation has to be used. 

As will seen in the next section, the workspace determination method is used 
to assess all manipulators proposed by the optimization technique. As such, 
the method should be fast, effi cient and general enough to deal with different 
manipulator architecture. Furthermore, the workspace determination method 
must make it possible to take into account joint limits due to the fact that they 
deeply influence the workspace shape. 

3.1 Intermediate workspace: 

The workspace determination method uses the concept of intermediate 
workspace introduced by Ebert-Uphoff and Chirikjian [9]. Manipulators are 
represented as a serial chain of n + 1 elements connected by n joints. Elements 
are numbered from 0 (base) to n (end-effector). The ith (upper) intermediate 
manipulator Mi is the sub-manipulator made up of element i to the end-effector 
(Mn represents the end-effector and Mo represents the whole manipulator). 
The 'i th (upper) intermediate workspace W/ is then the workspace of the ith 

intermediate manipulator Mi' Hence, W/ denotes the workspace of the manip-
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ulator from the ith element to the end-effector and wlf-l denotes the workspace 
of the manipulator from the (i + 1) th element to the end-effector. These two 
workspaces are related to each other by the ith joint. Hence, W/ is computed 
as the locus of the points in Wlr~l when the ith joint variable steps from its 
lower limit to its upper limit. 

The workspace determination technique iterates from the end-effector to the 
base of the manipulator computing intermediate workspace for all intermediate 
manipulators. The end-effector intermediate workspace W ~ consists of a single 
point located at the end-effector position. 

3.2 Workspace representation: 

In order to contain all points generated for each intermediate workspace, an 
effi cient workspace representation is needed. The latter should have several 
properties: fast access to each point, the smallest memory storage requirement 
and a suitable description form for the normalization process. 

As manipulator joints are continuous devices, computing one intermediate 
workspace from another will create an inti nite number of points. Due to the 
fact that it is impossible to store all these points for all intermediate workspace, 
an approximation scheme is needed. 

For each intermediate workspace W/, a parallepipedic bounding box is de­
termined in such a way that its edges are parallel to the axes of the intermediate 
workspace frame. This bounding box is discretized into a set of elementary 
cubes with an edge length equal to ti (ti is a real giving the resolution of 
discretization). This discretization needs the computing of a number of grid 
elements in each direction nb = (nbx , nby, nbz ). The "lower far left" comer 
(i.e the comer with the smallest coordinates) of the bounding box is used as 
a reference point Po to place the workspace in the frame. So there are nbx 

elementary cubes along the x axis, nby elementary cubes along the y axis and 
nbz elementary cubes along the z axis. A three-dimensional array Di(i,j, k), 
1 ::; i ::; nbx , 1 ::; j ::; nby, 1 ::; k ::; nbz of boolean represents whether 
the corresponding elementary cube intersects (i.e true for intersecting cubes) 
the intermediate workspace W/ or not. Figure 2(a), 2(b) and 2(c) show the 
representation method. Figure 2(a) gives the volume to be approximated while 
2(b) and 2( c) show the resulting representation with and without empty cube 
emphasized. 

3.3 Workspace mapping algorithm 

The algorithm constructing the intemlediate workspace W/ from the previ­
ous one wlf-l process can be split into three steps: 

Estimating the size and location of the intermediate workspace wI, de­
ducing the number of elementary cubes needed along each axis, building 
the array Di and then setting all its elements at false. 
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2 Mapping wlt-l to wI: For all indices (i, j, k) for which Di+d i, j, k) is 
true: 

- Finding P = (x(i), y(j) , z(k))T the center of the corresponding elementary 
cube. 

- For each possible value of joint variable i (i.e. 6. i discretization parameter): 

- Computing P' = (x', y', z')T the image of point P by the transformation 
of link i. 

- Finding (i' , j' , k') indices of the elementary cube in which lie P'. 
- Setting D; (i' , j' , k') at true. 

3 Often the fi rst step overestimates the size of vW. So in this step, the 
algorithm looks for the smallest bounding box and updates Di with the 
smallest array. 

---- .. _-
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Figure 2. Volume Representation 

This algorithm uses two discretization parameters. While the fi rst step deals 
with the parameter fi which is the elementary cube edge length, the second one 
uses the parameter ~i to step through the ith joint range. These two parameters 
are chosen as a tradeoff between computing speed, memory requirement and 
accuracy. 

3.4 Extracting the global parameters 

For each manipulator proposed by the optimization technique, its workspace 
is computed as W 6'. The normalization process is then carried out by using 
the information contained in the Do array, considering only the marked cubes. 
Hence the volume is the sum of all elementary cube volumes, the center of 
gravity is the barycentre of the center of all elementary cubes (with equal weight) 
and the inertia matrix is the sum of all elementary inertia matrices. 

4. SYNTHESIS PROCESS 

The synthesis process is defi ned as an optimization problem whose aim is to 
fi nd the manipulator parameters which minimize the error between manipulator 
workspace and a desired volume. Manipulators are parameterized according 
to the Khalil-Kleifi nger parameters [10). The design vector is made up of all 



www.manaraa.com

General Manipulators Synthesis for a given Workspace 405 

parameters which influence the manipulator workspace and can be split in two 
main groups: a set of dimensional parameters (3 * n) and a set of joint limits 
(2 * n)(where n is the number of joints). The set of dimensional parameters 
describcs the manipulator kinematics and the set of joint parameters gives the 
manipulator confi guration. 

An objective function uses the workspace determination process and the 
error measure previously defi ned in Eq. (2) to evaluate a given manipulator. 
The synthesis process then uses an optimization technique based on an adaptive 
simulated annealing technique [11] to fi nd the best manipulator'S parameters. 
This approach is illustrated with 2R planar and 3R spatial manipulators (i.e. R 
means rotational joints). The fi rst one concerns the determination of a planar 
manipulator with two rotational joints which should reach a given planar region. 
The design vector X is following as shown here: 

x = [l l qmin qmax qmin qmax] T 1, 2, 1 ,1 ,2 ,2 (3) 

where ll' l2 are the link length, qjax and qjin are the upper and lower bounds 
for the value of the ith joint. The desired reachable region is given in fi gure 
3(a). The results obtained for a cost function value about 5 x 10-4 are given 
in table 1 

Table 1. Solution parameters for 2R manipulator (in centimeters and degrees) 

i Ii qfHn qiax 

I 100 -5.69 84.15 

2 19.07 -195.21 167.42 

The second example deals with the determination of three rotational spatial 
manipulator. The desired workspace region which should be reached by the 
manipulator is given in fi gure 3( c). The results obtained are indicated in table 
2. 

Table 2. Solution parameters for 3R spatial manipulator (in centimeters and degrees) 

i 0 I 2 4 

O'i 0 -91.86 8.84 -1.25 

di 0 100 50.14 21.12 

ri 0 -1.65 0.95 -0.12 
(}"!ltn 

t 
-2.27 -55.39 -189.97 0 

Bt}"Ltn 
t 46.08 50.75 205.31 0 

5. CONCLUSION 

This paper has presented a kinematic synthesis process whereby a manipu­
lator whose workspace is as close as possible to a desired volume is found. An 
error function has been built to measure the distance between the two volumes. 



www.manaraa.com

406 F.B. Ouezdou, S. Guerry and S. Regnier 

(a) 2R shape (b) 2R Results (c) 3R shape (d) 3R Results 

Figure 3. 2R planar and 3R spatial manipulators examples 

It uses a normalization transformation so as to avoid rotation, position and scal­
ing dependencies and extract shape-intrinsic parameters from the normalized 
volume. A general method has been presented to determine the workspace of 
a serial manipulator. The approach has been illustrated with a 2R planar and a 
3R spatial serial manipulator. 
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OBJECT' MANIPULATION AND MANNEQUIN 
DRIVING BASED ON MULTI-AGENT 

ARCHITECTURE 

Abstract: Digital mock-ups, path planners and virtual reality tools are increasingly used within the 
industtial framework, allOwing accessibility and maintainability checks without physical mock-ups. For 
this, it is necessary to simulate an object moving without collision. Two methods are commonly 
proposed: automatic path planning approach and direct simulation through robotic or virtual reality tools. 
In order to use the potential and avoid the drawbacks of these two methods, we settled for a mixed 
approach using local algorithm abilities and the global view ability of a human operator. To achieve this 
co-operation, we use a multi-level tree architecture composed by multi-agent "blackboard" systems. The 
different agents acts to nullify the collisions between the manipulated object and the cluttered 
environment, attract it towards its target, allow human operator's actions on the path, and provide the 
mannequin with a coherent behavior. Thanks to our system we manage to perfonn an accessibility task 
for object and mannequin with more than 20 degrees of freedom in a cluttered environment. 

1. INTRODUCTION 

For twenty years path planners for mobile objects in cluttered environments have 
been developed in the framework of robotics. Meanwhile, virtual reality tools are 
increasingly used within the industrial framework. These tools allow the use of 
digital mock-ups for accessibility or maintainability checks between mechanical 
parts. To establish mounting/dismounting sequences it is necessary to simulate an 
object moving without collision. For object manipulation we intend to use human 
synthesis and global view abilities. Consequently, we couple software abilities with 
human operator capabilities. Our architecture for this co-operation is based on multi­
agent principles. 
We recall the state of the art for accessibility checks in the next paragraph. Next, we 
introduce the multi-agent principles as they are used in our architecture. Then we 
describe principles for co-operation between artificial and human agents. By the end, 
we focus on the performances of our approach. 

2. STATE OF THE ART FOR ACCESSIBILITY CHECKS 

One of the design office activities is the validation of the designed parts. For 
assemblability, accessibility or maintainability two main different methods are 
commonly proposed. The first one concerns automatic path planning approach. The 
second one concerns simulation through robotic or virtual reality tools. 

407 
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2.1. Automatic path planners 

2.1.1 Classical path planners 

Collision-free trajectory research approaches are mainly based on two principles. 
Some methodologies need a global perception of the environment ([13], [15], [2]), 
others consider the moves of the object only in its close or local environment ([ 11], 
[1]). All these techniques are limited either by the computation cost or the existence 
oflocal minima as explained by Namgung [14]. Figure 2 sums up these approaches. 

2.1.2 Path planner with specific approaches 

For highly cluttered environments, it can be useful to be helped by human global 
view of the environment. Hwang [8] has settled for such an approach. Within 
Hwang's method, the designer can define a sequence of sub-goals in the 
environment. These sub-goals lead to the partition dividing of the problem in several 
simpler path-planning problems. This approach is a sequential mix between Figure 
2 and Figure 3. Kavraki and Latombe [10] propose a similar approach by placing 
sub-goals defined in a randomised manner. These methods confirm that human 
abilities or stochastic approach greatly enhance path planners, even if these methods 
act sequentially. 

2.2. Accessibility with direct simulation 

Another approach is based on robotic CAD systems that allow the designer to 
manipulate robots, mechanisms or even mannequins. For this approach, the designer 
uses his or her global perception to achieve the task, but this manipulation is usually 
sequential and long. Classical virtual reality tools enhance the robotic on-line 
manipulation with the use of immersion devices. This technique only invokes the 
virtual environment and an immersed operator. Some drawbacks are the lack of 
kinematics constraints and the fact that collisions between objects are not 
automatically avoided, although they are usually detected. Figure 3 sums up this 
approach. 

2.3. Conclusion 

Important potentials of automatic path planners and direct simulation have been 
pointed out. Nevertheless, the algorithmic approaches are long and lead to local 
minima. The approaches with on-line manipulation are too long with robotic CAD 
systems or need a high number of expensive devices for virtual reality immersion. In 
order to avoid these drawbacks, we intend to settle for a mixed approach of the 
presented methodologies, using local algorithm abilities and global view ability of a 
human operator. 
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3. MULTI-AGENT SYSTEMS 

The above chapter clearly points out the local abilities of several path planners and 
the global abilities of human vision. We intend to manage simultaneously these local 
and global abilities. The main purpose is to know how to build an interaction 
between human and algorithms in order to have an efficient path planner [3]. For 
this, we have built a path planner based on multi-agent principles proposed by 
Ferber [7] with a human interactive integration between algorithmic processes rather 
than on a sequential integration as proposed by Hwang [8]. 

3.1. Retained multi-agent theory 

3.1.1 Elementary agent definition 

Several workgroups have established rules for the definition of the agents and their 
interactions. Within these research groups it is important to point out the 
contributions of Ferber [7] and Jennings [9]. We keep the definition of an 
elementary agent definition from these analyses. 

3.1.2 Considered multi-level architec ture 

For our purpose we have no direct communication between agents. This kind of 
architecture can be compared to "blackboard" systems. This principle is described in 
[7], [6] and [9]. Each agent acts with a period of activity that expresses priority 
between the agents. With this method, similar to the use of tokens, each agent has 
enough time to process its contribution. For this architecture we have a main process 
which collects elementary agents' contributions (normalised by a predetermined 
step) and updates the database. 
Figure I is composed of different basic "blackboard" levels, which allow a partition 
dividing of our software construction. 

Figure J: Blackboard principle with co-operating agents 
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4. ACCESSIBILITY AND MAINTAINABILITY CHECK WITH MULTI-AGENT 
SYSTEM IN VIRTUAL REALITY 

Our purpose is to validate new CAD/CAM solutions based on a distributed approach 
using a virtual reality environment. To enhance assemblability, accessibility or 
maintainability we try to manage simultaneously the local abilities of algorithms and 
the global view ability of an operator, as suggested in figure 4. We build a coupled 
approach using multi-agent and distributed principles. These principles were defined 
by Chedmail and described accurately in [3]. The virtual site enables graphic 
visualisation of the database for the human operator, and communicates positions of 
the virtual objects to external processes. 

Figure 2: algorithmic 
approach 

4.1. Object manipulation 

Figure 3: direct simulation 
approach 

Figure 4: Co-operation 
principles 

For object manipulation we use former principles defined by Chedmail and Le Roy 
in [4]. Here-after we summarise this approach for elementary agents definition. 
Beside variables of position and orientation of all parts of the cluttered environment 
we consider the six degrees of freedom of the manipulated object and the degrees of 
freedom of the kinematics of the objects. The global vector position and orientation 
of the manipulated object is Xpo = 'ex, y, z, R, Y, P), the vector for the degrees of 
freedom of this object is Xq = t(ql, q2, , .. , qn). 

4.1.1 Elementary agents 

Attraction agent: 
The attraction agent affects the manipulated object with elementary moves toward 
its target. This attraction agent is similar to the attraction force introduced by Khatib 
[11]. It's aim is to minimize the distance between the manipulated object and its 
target. Its action only affects Xpo. 

Collision agent: 
The collision agent is composed by two elementary agents: 

The repulsion agent acts on the position and orientation of the manipulated 
object to minimize the length of the collision line thanks to the gradient of this 
length according to the Cartesian environment frame. Its contribution only affects 
Xpo. 
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The kinematics agent: For an object built with internal degrees of freedom, 
a specific kinematics agent is used. The kinematics agent acts on these degrees of 
freedom in order to minimize the length of the collision line thanks to the gradient of 
this length according to these degrees of freedom. Its contribution only affects Xq. 

Human operator, operator agent. 
The human operator agent has a global view of the cluttered environment displayed 
by the way of the virtual reality software. We use a SpaceMouse, which allows 
object manipulation with six degrees of freedom. Its contribution only affects Xpo. 

4.1.2 Sum-up of agents/ contributions 

In table I hereunder, we consider the variables that permit to define a trajectory out 
of collision. Each agent uses the database (environment position, orientation, 
parameters, etc.) in order to act in a relevant way according to its aim. 

Table J: Agents' contribution on process variables 

Object posi. & orient. Internal dof 
Agent x Y z P Y R ql q2 
Attraction 
Repulsion 
Kinematics j 
Operator 

4.2. Mannequin manipulation 

Our mannequin is composed with several geometric parts defining limbs and links. 
These geometrical parts are considered like mechanical parts of a kinematics object 
and we have ergonomic constraints. This approach for our software architecture for 
mannequin driving leads to the decomposition in different multi-agent levels. For 
the moment we only consider one arm and the body for the mannequin 
manipulation. 

4.2.1 Elementary agents 

First level for our mannequin driving is similar than the one defined for the 
manipulation of an object. Consequently, we first consider our mannequin like a 
classical kinematics chain. So, we use an attraction agent for the mannequin hand 
move toward the manipulated object, a repulsion agent for the mannequin body 
collision avoidance and a kinematics agent fOf its different links. We do not use an 
operator agent, which is only devoted to the object manipulation. OUf mannequin is 
composed of an articulated arm, an unarticulated body, and a head with an 
articulated neck. 
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Ergonomics agent: The three agents defined above for mannequin driving do 
not respond to common human behavioural requirements. Consequently we 
included a new agent interacting with the others and aiming at ergonomic 
behaviour. This agent is separated into three elementary agents. 

Altitude agent: In order to maintain a coherent body altitude we use an 
altitude agent. This agent acts on the degrees of freedom of the arm up to 
the shoulder in order to assure a nice body placement for altitude. 
Verticality agent: An agent that ensures the verticality of the body is added 
the altitude agent. This agent acts on the three degrees of freedom of the 
mannequin shoulder. 
Visualisation agent: The visualisation agent has to ensure that the 
mannequin can see the target where he has to put the manipulated object. 
This agent acts on two degrees of freedom for the head moves. 

4.2.2 Sum-up of agents' contributions for the mannequin 

Table 2 hereunder shows agents' contribution on the mannequin. We can notice the 
high coupling level for shoulder's degrees of freedom. The number of degrees of 
freedom for the arm can change according to moves we want to perform. 

Table 2: Agents' contribution/or the mannequin 

Hand posi. & orient. Ann dof Shoulder Head 
Agent X y z P Y R ql ... q. q.l q.2 Q,3 Ilbl <00 Ilb3 

A flraction 
Repulsion 

Kinematics 
Altitude 

Ergonomics Verlical. 
Visualis. 

4.3. Global multi-agent architecture 

While gathering the different systems for object and mannequin manipulation we 
obtain the multi-level schema of our global software architecture, which is presented 
in Figure 5. 
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Figure 5: Global multi-agent architecture [12J 

4.4. Global process optimisation 

4.4.1 Variations of the periods of activity 

Former studies from Chedmail and Le Roy [5] expose principles for optimisation of 
a single object manipulation. The results for the object manipulation correspond to 
what it was possible to expect: the collision agent must be the most important agent 
(rate 1) to avoid collision and the operator agent must be stronger (rate 4) than the 
attraction agent (rate 8) in order to allow the operator to act significantly on the 
trajectory. For the mannequin manipulation agents, the most important agents (rate 
1) are repulsion, kinematics, altitude and verticality, in order to have a coherent 
behavior for the mannequin while avoiding collisions. The visualization agent's rate 
is 2 because this agent is less important than the collision agent. 

4.4.2 Results 

These results are used and moderated after several experiments on different 
databases, with different initial configurations and with different predetermined 
steps. Eventually, we assert the reliability of periods defined previously. Thanks to 
our system we manage to perform an accessibility task for our object and mannequin 
with 20 degrees of freedom in a cluttered environment. These experiments are 
performed in real time with a human operator who has to act punctually in order to 
avoid local minima. 

5. CONCLUSIONS AND FURTHER WORK 

Our innovative architecture enables objects driving with a mannequin. Moreover, we 
manage to couple heterogeneous constraints like collision avoidance, human 
operator contribution and mannequin ergonomics in the same architecture. 
The main drawback of our system is that we need a highly simplified model for our 
repulsion agent in order to support real time moves. Nevertheless, our limitations are 
due to hardware capabilities whereas on line manipulation limitations are due to 
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human capabilities which are unfortunately not likely to increase as much as those of 
hardware during the coming years. 
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ISOTROPIC DESIGN OF 
A PARALLEL MACHINE-TOOL MECHANISM 

Abstract: The subject of this paper is the isotropic design of a hybrid mechanism intended for three-axis 

machining applications. Parallel mechanisms are interesting alternative designs in th is context. We 

compare machine-tool mechanism, with a hybrid serial parallel structure, of which we optimize the first 

two-axis subsystem, i.e. the table of the machine tool. The comparative study is conducted on the basis of 

a prescribed workspace and given kinetostatic performance. The two-degree-of-freedom mechanisms 

analyzed in this paper can be extended to three-axis machines by adding a third axis in series with the 

first two. 

I. PRELIMINARIES 

1.1 Serial Mechanism with Three Degrees of Freedom 

Most industrial machine tools use a simple PPP serial kinematic chain with three 
orthogonal prismatic joint axes (Figure 1). 

In this case, the motion in the XY plane and 
the motion along the Z-axis, where the axis of 
rotation of the tool is located. 

The problem of the PPP mechanism is that 
the actuator controlling the Y-axis supports at 
the same time the workpiece and the actuator 
controlling the displacement of the X-axis, 
which affects the dynamic performance. 

To solve this problem, it is possible to use 
more suitable architectures like parallel or 
hybrid mechanisms. For a PPP mechanism, 
the kinematic model takes the form 

z 

Figure I: Traditional mechanism of 
three-axis machine tool 

J P = p, with J = I, x 3 

where i>= [x Y iF is the velocity-vector of the tool center P andp = [0\ P2 P3F is 
the velocity-vector of the prismatic joints. 
The Jacobian matrix J being the identity matrix , the manipulability and force 
[Yoshikawa 85] ellipsoids are both a unit sphere for all configurations in the 
Cartesian workspace. The aim of this paper is to replace this structure by a hybrid 
serial-parallel mechanism. 

1.2 Planar Parallel Mechanisms with Two Degrees of Freedom 

We focus on a two-DOF parallel mechanism, Figure 2, for the motion of the table 

415 
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of the machine tool depicted in Figure 1. 

Figure 2: Parallel mechanism with two 
degrees of freedom 

Figure 3: Parallel mechanism with two degrees 
offreedom with control of the orientation 

The joint variables are p 1 and P2 associated with the two prismatic joints and the 
output variables are the Cartesian coordinates of the tool center P =[x y]T. The 
mechanism can be parameterized by the lengths Ll and L2, the angles a 1 and a 2, the 
position of points A and B, and the actuated joint ranges L1Pl and L1P2' To reduce the 
number of design variables, we set Ll = L2 and L1Pl = L1P2 This simplification also 
provides symmetry and, in tum, reduces the manufacturing costs. 

To control the orientation of the reference frame attached to the tool center point 
P, two parallelograms can be used, which also increases the rigidity of the structure, 
Figure 3. The dimensioning of the parallelogram links is outside of the scope of the 
paper. However, the rigidity of the structure as well as the joint limits of the passive 
joints depends on the technological solutions adopted for their design. 

To produce the third motion of the machine tool, it is possible to place 
orthogonally a third prismatic joint on top of the first two. This one can be located as 
in the case of Figure 1. 

1.3 Kinematics of Planar Parallel Mechanisms 

The velocity p of point P can be expressed in two different ways. By traversing the 
closed loop (ACP-BDP) in the two possible directions, we obtain 

. . . [O-IJ P = c + (}1 E (p - c) and p = d + (}2 E (p - d), with E= 0 1 (1) 

where E is a matrix of rotation through 90°, c and d representing the position vectors 
of the points C and D, respectively. Moreover, the velocities c and d of the points C 
and D are given by 

where the angles a 1 and a 2are the orientations of the prismatic actuators from line 
AB of Figs. 2 and 3. We would like to eliminate the two idle joint rates (}1 and (}2 

from equations (1), which we do upon dot-multiply the former by (p - c)T and the 
latter by (p - d)T, thus obtaining 
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T. TC-a. T. Td-b 
(p-c) p=(p-c) HI PIand(p-d) p=(p-d) Iid-bil P2 (2) 

Equations (2) can now be cast in vector form, namely, A p = B p, with A and B 
denoted, respectively, as the parallel and serial Jacobian matrices, p defmed as the 
vector of actuated joint rates and p is the velocity of point P, i.e., 

5 (P-cfJ =[(P-Cfll:~:11 0 ] .=[PI] .=[x 1 A=t (_d)T ,B - T d-b ,P .' P . 
P 0 (p-d) Iid-bil P2 Y 

When A and B are not singular, we obtain the relations, 

p = J P with J = A-I Band p = K P with K = B-1 A (3) 

We base our design on the Jacobian matrix K. 

1.4 Parallel Singularities 

Parallel singularities occur when the determinant of A vanishes [Chablat 98], i.e. 
when det(A) = O. In the presence of such a singularity, the tool center P can move 
with the actuators locked. 

P D 

t 

A 

B A 

Figure 4: Parallel singularity Figure 5: Structural singularity 

These singularities are to be avoided, because the structure cannot resist any 
force, and control is lost. To avoid any performance deterioration, it is necessary to 
limit the range of the actuated joints. For the mechanism under study, parallel 
singularities occur whenever the points C, D, and P are aligned (Figure 4), i.e. when °1 - °2 = k 7t, for k = 1,2, .... These singularities are located inside the Cartesian 
workspace and form the boundaries of the joint workspace. Moreover, structural 
singularities can occur when LI = L2 (Figure 5). In these configurations, the control 
of point P is lost. 

1.5 Serial Singularities 

Serial singularities occur when det(B} = O. In the presence of theses singularities, 
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there is a direction along which no Cartesian velocity can be produced. Serial 
singularities define the boundary of the Cartesian workspace [Merlet 97]. For the 
mechanism under study, serial singularities occur whenever 0] - a] = 1t / 2 + k 1t, or 
02 - a 2 = 1t /2 + k 1t, for k = 1,2, ... , i.e. whenever AC is orthogonal to CP or BD is 
orthogonal to D P. 

1.6 Application to Machine-Tool Design 

For a three-axis machine tool, as that in Figure 1, the table moves along two 
perpendicular axes. The joint limits of each actuator determine the dimension of the 
Cartesian workspace. For the parallel mechanisms under study, this transformation 
is not direct. The resulting Cartesian workspace is more complex and its size smaller 
for equal strokes of the actuators. We want to have a Cartesian workspace which 
will be close to the Cartesian workspace of an industrial serial machine tool. For our 
two-DOF mechanism, we prescribe a rectangular Cartesian workspace. In addition, 
the workspace must be reduced to a t-connected region, i.e. a region free of serial 
and parallel singularities. Finally, we want to prescribe relatively stable kinetostatic 
properties in the workspace. 

2. ISOTROPIC DESIGN 

2.1 Matrix Condition Number 

During our process of design, we will define the loci of equal condition number of 
the Jacobian matrices. To do this, we first recall the definition of the condition 
number K(M) of an m x n, matrix M with m ::; n. This number can be defined in 
various ways; for our purposes, we define K(M) as the ratio of the largest, OJ, to the 
smallest, as singular values of M [Golub 89]. The singular values {ak } ~ of matrix 
M are defined as the square roots of the nonnegative eigenvalues of the positive 
semi-definite m x m matrix M MT. 

2.2 Conditioning o(the Parallel Jacobian Matrix 

To calculate the condition number of A, we need the product AAT, which we 
calculate below: 

ThS eigenvalues 17] and '72 pf the above product are given by 
17] = L] (1 + cos(O] - (2)) and 172 = L] (1 - cos(O] - (2)). Upon simplification, the 
condition number of matrix A is: 

K(A) = 1 / Itan« 02 - 0]) / 2)1 
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In light of the above equation, it is apparent that K(A) attains its minimum of I 
when 18, - 821 = 1t 12 + k 1t for k=l, 2, .... At the other end of the spectrum, 
K(A) ~oc when 18, - e21 = k 1t, for k=l, 2, .... The configurations for which K(A) = 1 
are called isotropic (Figure 7), whereas configurations for which K(A) ~oc are the 
parallel singularities of the manipulator (Figure 4). The study of the conditioning of 
A enables us to find a set of configurations for which A is isotropic. These 
conditions, however, do not give to the orientations a, and a 2 of the actuated joints. 

2.3. Conditioning of the Serial Jacobian Matrix 

By virtue of the diagonal form of B, its singular values, /3, and /32' are simply the 
absolute values of it diagonal entries. The condition number K(B) ofB is thus 

where, if Icos(8, - a,)1 < Icos(82 - ( 2)1 then ~min = Icos(8 l - a ,)1 and 
~max = Icos(82 - ~)I, else, ~min = Icos(82 - ~)I and ~max = Icos(8, - a,)I· It is apparent 
that K(B) attains its minimum of I when IcosC8, - al)1 = Icos(82 - ~)I ::f:. O. At the 
other end of the spectrum, K(B) ~oc when Icos(8, - a,)1 = 0 or Icos(82 - ~)I = O. 
The configurations for which K(B)=1 are the isotropic configurations and the 
configurations for which K(B) ~oc are the serial singularities. As for the study of 
the conditioning of matrix B, the isotropy conditions of the matrix B do not give the 
orientations a, and a 2 of the actuators. 

2.4. Conditioning of the Kinematic Jacobian Matrix 

To define the orientation of the prismatic joints, we study the conditioning of the 
Jacobian matrix K given in the equation (3b). In this case, matrices B-' and K are 
written simply, 

The isotropy conditions of the matrix K are, 

(l/c,) lip - ell =(l/c2) lip - dll and (p - e)T (p - d) = 0 

Now, we set a l = 0 and a 2 = n I 2 in order to have K= 12x2 in the isotropic 
configuration when 0, = 0 and 02 = n 12. In this configuration, a motion of the 
prismatic joint P, produces a motion along X (Figure 7), and a motion of the 
prismatic joint P2 produces a motion along Y as a machine tool with a PP 
architecture. 
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y 
x 

A(OO} PI C p 

Figure 6: Motion of the point P generated by 
the motion of the joint PI 

Figure 7: Isotropic configuration 

Moreover, if we place point A at the origin and Bat (M M) (Figure 7), the values 
of PI andp2 are equal when the manipulator reaches its isotropic configuration. This 
remark enables us to study the problem of velocity amplification due to the parallel 
mechanism. Indeed, in the case of a serial mechanism with three linear axes of 
motion, a motion of an actuated joint yields the same motion of the tool (or of the 
workpiece). For parallel mechanisms, these motions are not equivalent. When the 
manipulator is close to a parallel singularity, there is an amplification of motion (or 
velocity), i.e. a unit motion of one actuated joint can produce a motion of the tool 
which is several times larger. Thus, to move the tool with a constant accuracy, the 
precision of the actuated joints must be very high. 

2.5. Study oftheloint and Cartesian Workspaces 

In this study, we will see that isotropy conditions give very interesting properties for 
the manipulator under study. To this end, we study two mechanisms, one with 
coaxial actuators, of the biglide type (Figure 8), i.e. the mechanism most usually 
found, and the other with actuator axes at right angles, as shown in Figure 9. 

p 

Figure 8: Biglide mechanism Figure 9: Isotropic mechanism 

To define the joint limits, we will study the manipulability ellipsoids of matrix K 
[Yoshikawa 85]. By using equation, (3), we can writ,e a relation betw~en the v~locity 
p of point P and the joint velocity p vector. With II pil :s 1, we have pT KKT P :'5 I. 
Equation (4) defines the range of variation of p. The transformation of a unit circle 
of the whole joint workspace by matrix KKT gives an ellipse in the Cartesian 
workspace [Lallemand 94]. The square roots Yl and Y2 of the eigenvalues of matrix 
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KI<r are the values of the semi-axes of the ellipse which define the two velocity­
amplification factors, AI = 1 / YI and ..1.2 = 1 / Y2' according to these principal axes. 

To limit the variations of this factor in the Cartesian workspace, we set the 
constraints 

1/3 < Ai < 3. (4) 

This means that for a given joint velocity, the output velocity is at most three 
times larger or, at least, three times smaller than the velocity of P. This constraint 
also permits us to limit the loss of rigidity (velocity amplification lowers rigidity) 
and of accuracy (velocity amplification also amplifies the encoder resolution). The 
values in equation (4) were chosen as an example and should be defined precisely 
depending on the type of machining tasks. 

To be able to compare the two mechanisms studied here, the distance between 
points A and B is the same in two cases, as well as the lengths LI and L 2. Likewise, 
the scale factors of the joint and the Cartesian workspaces are also equal. 

In our design, we do not want any singular configuration in the Cartesian 
workspace. Also, the velocity-amplification factors are bounded in the Cartesain 
workspace when using the constraints introduced in equation (4). Thus, a useful joint 
workspace of a square shape is defined in the joint workspace as well as its image in 
the Cartesian workspace, which is the useful Cartesian workspace. In the case of the 
isotropic mechanism, the definition of a zone without singularities in the joint 
workspace, in the presence of constraints (4), leads to smaller joint limits than in the 
case of the biglide mechanism (Figures lOa and lla). Moreover, the useful Cartesian 
workspace of the isotropic mechanism is better for machining because the registered 
square is seven times larger than that of the biglide mechanism (Figures lOb and 
lIb). 

sefuJ Cartesian 
." wor11;pa.ce 

(a) 

Figure 10: Joint and Cartesian workspaces 
for the big1ide mechanism 

(a) 

UocfuJ 
Cantsian 
worbpacc (b) 

Figure 11: Joint and Cartesian workspacesfor 
the isotropic mechanism 

For the isotropic mechanism, we show in Figure 12 the curves of iso-values of 
the velocity-amplification factors. It is noted that velocity amplification Ai varies 
within [0.4, 1.6]. Moreover, if one limits a square zone in the useful Cartesian 
workspace, one observes that the constraints are reached only in one small zone 
(noted I), placed on the boundary. 
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y y 

(a) x x 

Figure 12: Curves of iso-values of the factor of velocity amplification factor (a) AI 
and (b) ,12' in the useful Cartesian workspace of the isotropic mechanism 

3. CONCLUSIONS 

Introduced in this paper is the isotropic design of a parallel mechanism with two 
degrees of freedom. The optimum design, based on the conditioning of the Jacobian 
matrices, led simultaneously to, good kinematic performance and a simple, regular 
Cartesian workspace free of singular configurations. The velocity amplification 
factor is used to define joint ranges. Its values are bounded by reasonably values in 
the workspace. Future work will aim at generalizing this mechanism to the spatial 
case, to obtain a parallel mechanism with three degrees of freedom. 
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APPLICATION OF THE DESIGN OF EXPERIMENTS 
METHOD TO A TRANSVERSELY LOADED 

CYLINDRICAL ASSEMBLY 

Abstract: this article deals with bolted assemblies subjected to transverse loading Tre design of 
experiments (DOE) method is applied to this type of assembly in order to analyse the behaviour of tre 
various design parameters. 1be results of observation come from a finite elements model which was 
preliminarily validated by an experimental study. A fuctorial design with six factors and three levels, 
makes it possible to draw interesting conclU'>ions about tOO various factors likely to influence the design of 
this type of connection 

1. INTRODUCTION 

At present, the usual models for the computation of bolted assemblies only take 
axial loading into account [4]. In order to improve these models, we will focus on the 
behaviour of transversely loaded assemblies. 

This type of assembly is in frequent use, particularly, in the automotive industry. 
The search for computational tools to be used from the preliminary design stage 
leads us to develop specific models of pre-sizing. 

In order to reduce costs, experimental tests are limited to the setting of a 
numerical three-dimensional finite elements model. This model is based on the 
assumption that bolt bending is circular and has been validated by an experimental 
study [5]. 

After introducing the model from a mechanical point of view, the DOE method 
will be applied using the results of numerical simulations. 

The DOE methodology is often applied in the experimental field of products or 
industrial processes. As for the present study, it will be used to analyse results of 
numerical simulations. This procedure should help us to exploit computing 
capabilities more fully and to carry out experiments only as checks. 

2. ASSEMBLY PARAMETERS (FIGURE I) 

The assembly chosen for this study is composed of a cylindrical part, considered 
as a rigid body, resting against a frame and bolted by a high-strength screw. The 
study will only treat cases when the height dimension "h" is much greater than the 
screw shank diameter "d". 

Depending on the position of the load application point, it can be observed that 
the model exhibits two stress types i.e. bending or shearing. 
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2.1. Boundary conditions 

• Displacements 
UA * 0 (slip) 
J.l = 0,2 (friction coefficient) 

2.2. Study parameters 

• Factors 
d : Screw diameter 
Dp : Part diameter 

• Normal stresses 
aj :S; ayield = 650 MPa (Plasticity) 
a A :S; P yield = 1000 MPa (caulking) 

0Dp 

Screw 10 
y 

Oal 

lp : Height of the part 
h : Position ofload FT 
Q : Preload 

Part ..... FT 

FT : Transverse load 

• Responses 
aj : Screw shank stress 

~ 
..... , 

Ip 
b 

0", I 0"2 

VA I X ... 
a A : Stress at point A of the part 
U A : Displacement along the 

A O""A QIffit Frame B 

contact surfuce at point A Figure I. The assembly to be studied. 

When bending is the dominant behaviour, the part may rock around point A. In 
the case of shearing, the part may slip relative to the mounting. Thus, slip occurs 
between the part and the mounting, when the shear stress LXY at point A reaches the 
limit value for the friction stress. 

Apart from the phenomena of tilt and slip, limits have to be taken into account in 
order to avoid shank fuilure or caulking of the part at point A. 

3. OBJECTIVES 

The aim of this study is to size the assembly by controlling the six design parameters 
(or Factors). Acting on the variables enables us to observe the various behaviours of 
the structure. 
The procedure used in this study, is based on the DOE method [1] [2] [6] [8] [9], 
which takes as responses the results of numerical simulations, in particular those of 
stresses and displacements. All finite element simulations have been carried out with 
I-DEAS and its SIMULATION application [7]. 

4. DESIGN FACTORIAL 

Our problem comprises 6 design variables which can be varied at 3 levels in 
order to ascertain the effect of each parameter. 

Within the scope of a complete study of the assembly, it would be necessary to 
carry out no less than 729 runs (36). This figure shows the physical difficulty in 
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making a complete study. In order to remedy this problem, we have decided to use a 
fractional design. The BPEW Software proposes a minimum plan of 27 runs for 
three-levels of study. 

r ---- ------- -
. l1ot 1'1" ,,,I .-

~ 

". 1Ia ( • ] 
.1I1tct:_. 

1/1 t CI' ", J 
.ltl •• J 

.1I1t malll e#1 
It 1111 .... .,. 

~=--~--=-" ... I 

Figure 2. BPEW software design of experiments with 27 runs of6 factors at 3 levels. 

For the development of the numerical experimental tests, all factors are 
considered as continuous variables that vary within the experimental study. 
Choosing this type of variables will make it possible to build ideal models relating to 
the behaviour of the assembly (search for predictor). Figure 2 gathers together the 
different levels for each fuctor. For each test, 4 responses (O"Y1, O"Y2, O"y A, U A) are 
examined. 

The choice of test values for each factor depends on the coherence of the 
expected results for the various responses. If all these results are to be within the 
field of solutions, it is necessary to seek the most constraining combinations of 
factors to find the extreme values suitable for each factor. The values for each fuctor 
are steadily spaced to ensure homogeneous coverage of the field of study. 

This type of design makes it possible to process three interactions which are: AB 
(FT.h), AC (FT.d), AD (FT.Dp). For these interactions, analysing the responses will 
enable us to examine their influence on assembly behaviour. Like most fractional 
designs, this type of design generates level 3 and 4 aliasings, i.e. there exist aJiasings 
between actions and interactions as well as between different interactions. Thus, 
errors will certainly be found when estimating the effects of the factors, unless the 
interactions they are "aliased" to are negligible. 

From the preceding remarks, a theoretical response Y ~ can be established for 
each test. For the considered design, this theoretical response will have the following 
shape: 

y ~= M +A+B+C+E +F +AB+AC+AD 

Where the various parameters of this expression represent: 
M : general mean of responses 
A, B ... F: mean factor effect 
AB, AC, AD: interaction between two factors. 

(J) 
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5. V ALIDA TION OF THEORETICAL MODEL RESPONSE Y ~ 

By comparing the theoretical responses to the numerical responses obtained with 
I-DEAS, notice the close correlation between the two results. By assuming that the 
residual represents the difference between the numerical value and the value 
calculated by the model, notice that, for the first three responses, they are very low; 
on the other hand for the displacement response, the value of the residual is higher 
than the acceptable displacement value. 

This response analysis may already be considered to be difficult to apply. Table 1 
summarises the maximum values obtained by this experiment. 

Table 1: Summary of residuals for stress and displacement responses. 

Response O"Y! O"Y2 O"YA UA 

Maximum residual 0;27 -0,37 2,26 0,03 

6. FOR THE PURPOSES OF COMPARISON 

The effects of the various factors may be represented on a common graph 
(Figures 3, 4 and 5). These graphs simply represent the tables of mean values. Note 
that the behaviour of O"y! is similar to that of 0"Y2 (Figure 3). This shows the two main 
factors (d and Q) acting on the value of stress in the screw shank. The other factors 
do not change the response. 

In the caulking response analysis (Figure 4), factor Dp is the dominating 
parameter when considering response O"y A. In order to minimise caulking, it is best to 
choose the largest possible part diameter. However, it is to be noticed that some 
other factors have an impact, although less significantly, on caulking. Essentially FT, 
h and Q have a significant impact. In the case of Q, this because additional preload 
implies additional normal force through the contact surface between the part and the 
mounting. In the case of FT and h, the torque they generate is also transmitted via the 
contact surface. 

The analysis of response U A is much more difficult than the preceding ones. 
From Figure 5, notice that three factors seem crucial (FT, lp, Q) in the study of slip 
U A. The prevalence of FT is logical insofar as it is the disturbing factor which must 
be controlled by the conditions of contact between the part and the rigid body. The 
intensity of factor Q influences the effectiveness of tightening and acts directly on 
contact behaviour. Raising the preload lessens the risk ofslipping. 

The last dominating factor, lp, is more difficult to understand. Reducing part 
height also lessens slipping. That can be explained by the fact that the influence of 
the preload is distributed correctly within the part. In addition, FT.h interaction does 
not induce any bending. 
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7. OETERMINING THE MOST INFLUENTIAL FACTORS 

The method of variance analysis as been used after a DOE intended to identify 
the influential fuctors on a response. The variance of each fuctor and each interaction 
can be calculat~d. The analysis of variance (ANOY A) consists in comparing those 
variances with the residual variance using Snedecor's test. In order to reveal the 
significant factors, an analysis of variance, when possible, can be made with 99% 
confidence, i.e. Ct. = 1 % risk of error. 

7. J. Stresses crY/, crY2 

Notice that the stresses in the screw shank (cry!, crY2) are comparable. For these 
responses, the ANOY A selected the five most significant factors, including two 
interactions. The screw diameter d and preload intensity Q are the two most 
important factors. This is not surprising as: the stress in the shank depends 
essentially on the diameter and on the preload. 

The ANOY A also gives two interactions (FT.h and Fr.Dp) as significant, but it 
must be noticed that their contribution is as low as 2%. It is interesting to investigate 
the cause of their influence, however. Indeed, considering the ANOYA or the graphs 
of mean effects, the aliases that are linked to the interactions are thought of as not 
having any significant influence on assembly behaviour. The only explanation for 
their significant presence would be found by examining each alias they are attached 
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to (Figure 2). Notice that for the two interactions which interest us (AB and AD), the 
interaction d.Q appears in their alias. 

In fact, it is the effect of this interaction which dominates compared to the other 
interactions. The analysis of cry! is similar to that of crY2. The same factors and 
interactions can be found to effuct the assembly. 

7.2. Caulking O"YA 

For this study, an ANOVA with a reliability of99% revealed only one significant 
factor: D (Dp). To build an a useable model, it is necessary to increase the risk of 
error a to 5%. The ANOV A now reveals the significant influence of four factors 
(A = FT, B = h, D = Dp, F = Q) and one interaction (AD = FT.Dp). Among these 
principal factors, notice that the contribution of the effect of D (Dp) is highly 
significant since it represents 79 % of the sum of the effucts. Once again, this result 
seems logical as caulking depends on the pressure distribution at the contact surface. 
The lower the area of contact surface, the higher the pressure. 

The other factors, as well as the interaction, have the same level of contribution 
i.e. close to 5 % of the sum of the effects. In the analysis of interaction AD it is the 
effects of factors FT and Dp that are actually measured and cleanly not the effects of 
aliased interactions. This shows that the interactions h.d and d.Q have little influence 
and thus do not disturb the interaction FT.Dp. In addition, the aliasing of this 
interaction also implies the interaction h.lp. However, the latter is present in the 
aliasing of the interaction AC, which is not significant. We may consider that the 
influence of h.lp is not significant. In the study of stress responses, the reliability of 
results obtained is confirmed by Wilk-Shapiro test. 

7.3. Slip UA 

Note that running the test ofWiIk-Shapiro rejects the assumption of normality. In 
this case, the statistical results are less reliable. We erroneous interpretations of the 
various influences obtained by an ANOV A are likely. Consequently, this response 
will not be taken into account in the design of experiments. 

8. CALCULATION OF THE PREDICTORS 

Taking into consideration the preceding remarks, numerical models will be 
established for cry], crY2, crYA. Only the most significant fuctors will be taken into 
account (Table 3). 

For this approach, the values of the various factors will be limited to the value of 
one level. To define the "discrete Predictor", the model is written in l;l., matrix form 
[10]. The factors are represented by vectors whose active level is 1 Wld the two 
others are taken at O. The effects of each factor as well as the interactions are 
mddelled by matrices. 

The results obtained for the models cry], crY2 are very satisfactory since error 
colnpared to the bench-mark data ofI-DEAS does not exceed 1.5%. 
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Concerning response O"YA, the comparisons show more important variations than 
the other responses. The highest differences are close to 20 MPa Looking at the tests 
as a whole, only four ofthem give errors higher than 10% with a maximum of23%. 
However, we note that the most important errors are for low values of caulking 
stresses. When using a sizing approach, extreme limits are usually considered ; in 
this case, our model remains reliable. 

Table 3. Model calculated/or response (Tn, (TYA' 

[
-20,48 

"u -<~=334,21+[145 ,81 -26,20 -1l9,61]C+[- 1l1,72 0,70 1l1,02]F+A' -10,73 

31,21 

18,89] 
10,57 B + [3,09 - 1,20 - 1.89] D 

-29,46 

[
- 28,83 9,94 

+A' 19,08 -29,64 

9,76 19,70 

an -",=---63,16+[-68,71 21,85 46,861D+[15,26 0,91 -16,171A+[17,51 -5,38 -12,131F 

[ 
18,85 - 5,99 - 12,86] 

+[15,66 -4,36 -1I,301B+A' 0,60 -0,26 -0,34 D 

-19,45 6,25 13,20 

9. CHECK TESTS 

After establishing the different behavioural models of the bolted assembly, it is 
necessary to carry out additional tests to check their quality. It is imperative that 
these new tests should be diffurent from those that were already carried out for the 
design, but they must be contained within the domain of validity of the design. 

In the shaded boxes, Table 4 recapitulates this information. Some factors (in 
italics), are not taken into account in the model but are essential for a calculation 
with I-DEAS. 

Table 4. Comparison of responses from I-DEAS and BPEW discrets models. 

A B C D E F un(MPD) an(Mh) 0)'" (AIP-) 

F b d Dp Ip Q Rapo- Rspo_ Rapoille 

(kN) (mm) (mm) (mm) (mm) (kN) IDEAS nEW IDEAS BrEW IDEAS BPEW 

PVI- 10 IS MI6 100 so 100 636,07 636,64 636,36 637,71 -12,62 -12,2 
r-;oo 636,81 636,64 637,08 637,71 -13,55 -12,2 

Frn- IS 35 MI6 45 so 
~ 

100 631.06 631,06 646,20 645,04 -195,25 -183,98 

I(J(J 633,42 631 ,06 641,26 645,04 -171,81 -183,98 

~ ..... 15 50 I M14 45 I(}() 100 291.54 317,42 305,59 330,46 -205,62 -190,92 

M/6 630,31 582,50 644,48 595,88 -202,47 -190,92 

15 15 MI6 100 75 100 580,03 580,29 580,04 579,01 -17,09 -15,74 

6() 579,97 580,29 579,98 579,07 -14,47 - 15,74 
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The values of these mctors in the code to are varied in order to check that their 
contribution remains insignificant. 

Simulation results and the results from the predictor models correlate closely. 
Assuming that the numerical values obtained by I-DEAS can be used as a reference, 
note that the error of the predictor models does not exceed 10%. 

Within the scope of search for a solution, these results are definitely acceptable. 

10. CONCLUSION 

On the one hand, we have highlighted the most important parameters for various 
responses. Although for some ofthe responses these factors were intuitively obvious 
(d, Q for the stress in the screw shank), the method of DOE made it possible to 
confirm these influences in a more objective way. On the other hand, when dealing 
with caulking and slipping, the most significant parameters have been detected, but 
operating the mathematical model has proved difficult in the case of(UA). 

Results may be more coherent if the range of different mctors is varied, and the 
field of investigation widened. For instance, the preload (Q) could correspond to 
30%, 60% and 90% ofthe yield stress in the screw. The assembly could then be set 
with parameters of no dimension, enabling assemblies with other screw dimension to 
be studied. 
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Abstract. vVhen time domain state-space identification algorithms are employed, 

identified models may need to be overparameterized clue to system nonlinearity or 

measurement errors. After an initial o\'ersizecl model is obtained, model reduction 
must be conducted. An important st.ep in model reduction is to determine those 

signific"nt modes. Sm'eral commonly used model reduction methods such as the bal­

"nced re"liz"tion (BR) technique select significant modes by minimizing the impulsive 

response error bet.ween the original model and reduced model. This st.udy proposes 

an alternative method. The method is based on modal approximation. Two indices 

are devised to determine significant and insignificant modes. The parameter matrices 

expressed in the modal realization are reduced by eliminating the terms corresponding 
to the insignificant modes. Experimental modeling of a flexible manipulator system 

is used to demonstrate the effecti\'eness of the proposed method. The results using 

the BR technique are also given as a comparison. 

1. Introduction 

State-space model is a popular model used to represent linear time-invariant 
systems. For computer control systems, discrete-time state-space model is often 
employed. Identification of a discrete-time state-space model determim"s the 
parameter matrices using experimental input/output elata, Some well-knmvn 
time domain state-space identification algorithms are the Eigensystem Realiza­
tion Algorithm (ERA) [1], the Obseryer /Kalman Filter System Identification 
algorithm (OKID) [2], and the Ohseryability Range Space Extraction identi­
fication algorithm (ORSE) [3]. The methods can achieve high accuracy when 
a model is properly overparameterizecl. An ovcrparameterized model contains 
significant modes and insignificant modes. Insignificant modes include less im­
portant systelll modes and computational modes caused by nonlinearity and 
measun~lllent noise. ]\Iodel reduction intends to obtain a lower-order model by 
eliminating insignificant modes. The reduced-order model should capture t.he 
essential characteristics of the underlying physical system. 

An import.ant issue for model reduction is how to distinguish between signif­
icant modes and insignificant modes. Several commonly used model reduction 
methods such as the balanced realization (BR) technique determine significant 
modes by minimizing the error of the impulsive n~sponses between an original 
model and reduced one. The experi(mce with the BR technique has rew:aled 
some limitations of the technique. First. to apply the BR technique, models 
must be asymptotically stable 14]. For SystPlIlS that contain rigid lllodes or 
light ly damped lllod()s. identified modds may not be stahle. SpcOIHI, the lIlea­
suw of minimizing the impulsivp wsponse error tends to overpmphasizp lightly 
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damped modes. Third, the BR technique involves determination of a threshold 
for small Hankel singular values and the choice of a threshold value is more or 
less a matter of subjective judgement. From the controllability point of view, a 
mode \vith a small Hankel singular value means that it requires a large control 
effort, not necessarily is insignificant. 

In this study, we propose to employ the modal approximation concept for 
model reduction. \Vith the parameter matrices expressed in modal coordinates, 
it is easy to determine the model stability. An unstable model can be forced to 
be stable by modifying the eigenvalues that are outside the unit circle [5]. \Ve 
suggest to judge the model accuracy in terms of the error betv,;een the actual 
response and the simulated response generated by the reduced-order model. 
This criterion is consistent with system identification, i.e., the best fit between 
the measured output of the system and the simulated output of the model 
used. Because the total response is the sum of individual modal responses, 
modal responses can be used to quantify the contribution of individual modes 
to the total response. Based on this rationale, two indices are proposed. The 
first index is referred to as the l\Iodal Response Magnitude (l\IRM) as it in­
tends to measure the magnitude of an individual modal response. The second 
index is referred to as the l\Iodal Response Coherence (l\IRC) as it intends to 
measure the degree of correlation between an individual modal response and 
the actual response. \Ve use a single-link flexible manipulator as an example to 
illustrate the application of the proposed technique. Initial models with differ­
ent orders are identified using the ORSE algorithm. The models reduced using 
the proposed technique are compared with the models reduced using the BR 
algorithm. The observations are drawn. 

2. Indices of the Mode Dominance 

A linear tinw-invariant system can be represented by a discrete-time state­
space mode as 

:1'(1; + 1) = A:r(k) + Bu(l;) 
y(k) = C.?:(I;) + Du(l;) (1) 

where u(l;) E HI'X! is the system input vector, .1'(1;) E R"X! the system state 
vector, A E R"xn the state transition matrix, B E RllX/' the input influence 
matrix, C E Rnl x 11 the output influence matrix, D E RIJ) Xl' the direct trans­
mission matrix, y( t) E RI11 X 1 the output vector, T the number of the inputs. 
n the number of the state variables or the model order, In the number of the 
outputs. and the notation Hi xj represents the i x j real matrix space. In this 
study. it is ast:mmecl that the output is not directly related to the input. i.e" 
D =0. 

In expmimeut, t h(~ output ,1/( /..:) is contaminated by measurement noise /e( I:) 
giving tlw measured output ,Q( 1;) 

y(k) = ,1/(1:) + w(k). (2) 

The input 11.( k) for k = O. l. .... J{ - l. is assumed to be noise free as it is 
gPIleratnd by comput(~r. \Vith nxperimnntal data samples y(k) and 'Il(k) for 
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k = 0,1, .... K - 1, system identification finds the parameter matrices in the 
following equations 

where 

z(k + 1) = AZ(k) + :8u(k) 
fj(k) = CZ(k) 

(3) 

(4) 

and T E Rnxn is any nonsingular matrix. Equation (3) is another realization 
of equation (1). The response fj(k) is named as the simulated or predicted 
response. The ORSE algorithm achieves this goal in the two steps. First, 
the A and C matrices are determined by solving the following least-squares 
problem 

~iI! Ily(k) - Y(k)lb· 
A.C 

(5) 

Then, the :8 matrix is found by solving the following least squares problem 

min IIy(k) - fj(k) 112 , subject to A, C given by (5). 
B 

(6) 

With an overparameterized model (A, :8, C), model reduction finds a reduced­
order model (AR' :8R, CR) according to a pre-chosen criterion. The model 
reduced using the BR technique is closest to the original model in the sense of 
the minimum error between the impulse responses or the frequency responses 
of the two models, i.e., 

(7) 

where G(Jw) = C(eJwc,tI - A)-I:8 and GR(JW) = CR(eJWc,tI - AR )-I:8R 

are the frequency response functions for the initial and reduced-order models, 
respectively, J = A, w is the frequency variable, and 6.t is the sampling in­
terval. The criterion assumes that impulse is used as input to the system. The 
minimum impulse response error may not guarantee the minimum response 
error if the system excitation is not impulse. As the objective of system iden­
tification is to minimize the prediction error between the actual response and 
simulated one, we propose to judge the model closeness in terms of the mini­
mum error between the actual response and the simulated one. The problem 
becomes to determine those modes that contribute significantly to the total 
response. This can be done by using the modal approximation concept.. 

The simulated response consists of n modal responses which can be obtained 
in the following way. An eigendecomposition is conducted on the identified 
transition matrix 

(8) 

where 
'l/.'n ] E cnxn (9) 

is the eigenvector matrix and 

A = diag [ >'1 (10) 
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is the eigenvalue matrix. The notation C ixj represents the i x j complex 
matrix space. It is assumed that there are n1/2 pairs of complex eigenvalues 
and eigenvectors, i.e., Aj+l = A;, <!-'j+l = <!-'; for j = 1,3", ',111 - 1 where the 
superscript '*' denotes complex conjugate. The remaining n - 111 eigenvalues 
and eigenvectors are real. Defining a set of new states in modal coordinates as 

7)(k) = \[1-1 z(k) 

then equation (3) becomes 

\Nhere 

7)(k + 1) = A7)(k) + Bu(k) 
y(k) = (7)(k) 

B=\[I-l:8=[b[ 

C = C\[I = [ Cl 

(11) 

(12) 

A ]T bT E CnXT 
11 

(13) 

Cn ] E cmxn . (14) 

It is noted that complex quantities appear in pairs, i.e., bj +1 = bj and CHI = cj 
for j = 1. 3 ..... 111 - 1. The system response is a sum of the modal responses, 
I.e .. 

n1-1 n 

y(k) = L Yj(k) + L Yj(k) (15) 
j=I,3 )=n,+1 

where Yj (k) E R'" x 1 is the response of the jth mode or the jth modal response. 
l\Iodal approximation assumes that the response can be approximated by a 
summation of dominant modal responses. For a pulse input. i.e., 11(0) = 1 and 
n(k) = 0 for k # 0, the modal response of a pair of complex modes is given by 

• ('.) A \k-l '\'b' '*(\*)k-1 '\'bA * . 1 3 1 Yj h = c)/lj L jl + Cj /lj L jl' J = . , .... n] - , (16) 
1=1 1=] 

and the modal response of a real mode is given by 

/. 

(17) 

As it can be seen that the pulse responses depend on the input influence co­
efficients, output influence coefficients, and eigenvalues. For an asymptotically 
stable mode. i.e .. IAjl < 1, yj(k) approaches zero when k approaches infinity. 
If the modal responses to a pulse input are used to judge the mode dominance, 
the modes with a small magnitude of Aj such as heavily-damped modes, may 
be considered less significant than the modes with a large magnitude of A j as 
the former vanishes faster than the latter. This shows that the use of pulse re­
sponses or impulsive responses to measure the mode dominance is problematic 
as it tends to overemphasir;c lightly-clamped modes. Therefore it is important 
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that the modal responses to the actual input used in identification be used in 
the proposed indices. 

To determine the mode dominance, a Modal Response Magnitude (MRM) 
is defined to measure the average magnitude of the jth modal response: 

m K-1 

I:(I: IYij(k)I/K) 
Af RMj = i=;: ~~1 ' j = 1,3, ... ,7!-1 - 1, n1 + 1" .. ,n. (18) 

I:( I: IYi(k)I/K) 
;=1 k=O 

A mode with a large l\!RM is considered to be significant. However, the MRl\! 
only reflects one aspect of the modal responses as it is based only on the re­
sponse magnitude. To measure the correlation between an individual modal 
response and the actual response, a Modal Response Coherence (MRC) is de­
fined as 

K-1 

I: Yij(k)Yi(k) 
( k=O ) . AI Rej = max K -1 ' J = 1,3 .... , n1 - 1, n1 + 1, .... n. 

/. 

I: Yi(k)Yi(k) 

(19) 

k=O 

3~ Application of the Proposed Technique 

In this section, reduction of identified models for a single-link flexible ma­
nipulator is used as an example. The identification of initial models using the 
ORSE algorithm has been reported in [6J. The system consists of a flexible 
arm, a bevel gear set, a direct current (DC) motor, the current amplification 
and signal conditioning circuitry, and PC computer. The arm is made of 6061-
T6 aluminum with the dimension of 1 x 0.051 x 0.003 m. The motor used in 
this experimental setup is a permanent magnet DC motor with a rated stall 
torque of 2.938 N-m. The control input is a voltage signal generated by the 
computer. A linear amplifier circuitry converts the input voltage to motor cur­
rent.. The DC motor has an integral tachometer to measure motor shaft speed. 
A potentiometer is attached to the arm hub to measure its angular position. 
Vibrations of the arm are measured using two Wheatstone bridges. The first 
bridge is located near the clamped end of the arm. The second bridge is placed 
in the middle of the arm. The computer used to control the system is a Pen­
tium II with a speed of 200 MHz. A National Instruments PCI-MIO-16E-4 
data acquisition board is used for real time control. LabWindows by National 
Instruments is used for programming. Totally, there are four system outputs, 
namely, the potentiometer signal, the tachometer signal, the base strain gauge 
signal, and the middle strain gauge signal. The experimental setup is, there­
fore, a system with a single input and four outputs, i.e., r = 1 and m = 4. It 
is also noted that the direct transmission matrix D is zero. 

A prior knowledge of the system dynamics is useful for determination of 
a proper order for the model. The motion of the system consists of the rigid 
motion of the arm hub and flexible/vibratory motion of the arm. Depending 
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on the modeling extent, the rigid motion may be represented using two or three 
modes. If the system is perfectly linear and the measurement is free of noise, a 
state-space model that includes up to the third vibratory mode should have a 
minimum order of 8 or 9. However, a first-order low-pass filter is used for the 
tachometer signal. Presence of Coulomb friction in the rigid body motion is 
noticeable. It was also noted that depending on operation condition, the beam 
may behave close to a clamped-free beam (the first three natural frequencies are 
2.6, 16.2, and 45.5 Hz) or a pinned-free beam (the first two natural frequencies 
are 11.4 and 36.9 Hz) or somewhere in between. All these irregularities require 
that an initial model be overparameterized. 

n = 13 n = 21 
modes fj (j modes fj (j 

1/2 23.64 .0289 1/2 46.61 .0324 
3/4 20.90 .0568 3/4 23.58 .0075 
.5/6 9.968 .0215 5/6 22.44 .0523 
7/8 7.466 .0864 7/8 19.97 .0321 
9/10 2.537 .3415 9/10 10.64 .0184 
11/12 .4542 .7319 11/12 9.424 .0192 
13 reaL '\13 > 1 13/14 7.383 .0623 

15/16 4.369 .0796 
17 /18 1.852 .3644 
19/20 .4338 .6150 
21 real, '\21 > 0 

. . . 
Table 1. :Modal mformatlon of the lIutlal models . 

n = 13 n = 21 
l\IRl\I MRC l\IRl\I :"IRC 
11/12 11/12 19/20 19/20 
3/4 7/8 21 21 
7/8 13 13/14 13/14 
13 9/10 5/6 17/18 
9/10 3/4 17/18 5/6 
5/6 5/6 1/2 11/12 
1/2 1/2 7/8 1/2 

11/12 7/8 
15/16 15/16 
9/10 9/10 
3/4 3/4 

Table 2. Rankmg of the mode dommance. 

Table 1 lists the modal information for two initial models identified using 
HlP same data. The exciting signals used were a series of square waveforms 
with varying periods. The sampling interval was chosen to be L'J.t = 1/300 sec. 
and the data length was I\ = 3000. Both the initial models are unstable and 
have one real eigenvalue that is outside the unit circle. Using the proposed 
technique. the models were transformed into modal coordinates. To force the 
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models to become stable, the eigenvalue that is greater than one was forced to 
be 0.9999. The modal responses of the individual modes were generated using 
the actual inputs. The proposed indices were evaluated using the simulated 
modal responses. Table 2 ranks the mode dominance in a descending order, i.e., 
from the most significant to the least significant. Table 3 gives the prediction 
errors defined by 

_ 4 . Rl'vIS(Yi - Yi) . 
b=8 bi/4,bi = RlvIS(Yi) ,l=1,···,4. (20) 

where Rl\IS denotes root-mean-square error. In Table 3, 80 denotes the errors 
of the initial models, 8M RM the errors of the models reduced according to 
the l\IRl\I ranking, 8 !II RC the errors of the models reduced according to the 
l\IRC ranking. and 8 BR the errors of the models reduced according to the 
BR technique. For brevity, in the following discussion, the models reduced 
according to the MRM, l'vIRC ranking, and BR technique are referred to as the 
MRI\L l\IRC, and BR models, respectively. 

initial models n bAfRM bMRC DBR 

11 = 13, bo = .3126 9 .3629 .3629 .3920 
as above 7 .4637 .5179 .6233 
n = 21, Do = .3096 11 .4006 .3975 .6090 
as above 7 .4974 .4993 .6418 

Table 3. PredIctIOn errors of the reduced-order models. 

If the 13rd-order model is reduced to a 9th-order model. the l\IRI\I and 
]\IRC models are slightly better than the BR model. However, if the 13rd­
order model is reduced to a 7th-order model. the MRf.-I and l\IRC models are 
much better than the BR model. l\Iodel reduction for the initial 21st-order 
model gives a similar result. 

n = 13, n =8 n = 21, n = 12 
DBR = .4996 bBR = .5065 
modes fj (, modes II (; 
1/2 21.12 .0553 1/2 46.59 .0331 
3/4 9.961 .0210 3/4 22.20 .0618 
5/6 7.419 .1043 5/6 19.32 .0290 
7, 8 real 7/8 9.396 .0236 

9/10 7.557 .0757 
ll, 12 real 

Table 4. l\Iodal mformatIon of the mmllTIum-orcler BR models. 

\Vith the BR technique. a proper model order should be determined using 
t he Hankel singular value ranking. Table 4 gives the modal information of the 
DR models reduced in such a way. It should be pointed out that, in both the 
cases. the quality of the reduced-orcler models is not as good as that of the 
lower-order models reduced by the proposed technique. It is also noted that 
the representation of those vibratory modes is redundant. 
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4. Conclusion 

This study has been motivated by overcoming some shortcomings of the 
balanced realization technique. A technique based on modal approximation 
has been developed. An initial model is transformed into its modal represen­
tation. Individual modal responses to the actual input are generated using 
the identified model in the modal realization. The modal response magnitude 
(1ldRM) measures the magnitude of individual modal response. The modal 
response coherence (IVIRC) measures the correlation between the simulated 
modal responses and the measured responses. A lower-order model is obtained 
by eliminating those terms in the parameter matrices corresponding to the 
insignificant modes. The reduced-order model is an approximation of the ini­
tial model in the sense that its simulated responses are close to the measured 
responses. 

Based on the study, the following conclusions can be drawn. (1) The models 
reduced according to the MRM or ~IRC ranking have better model accuracy 
than those reduced by the BR technique. (2) When the model order is not 
large enough, the BR technique tends to miss some modes associated with the 
rigid body motion while it can capture the vibratory modes. (3) In general, 
the models reduced using the BR technique still contain some computational 
modes. 
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Abstract: A new methodology to study the behaviour of delaminated composite structures has been 
developed. This study can be split up into two parts: 

The first one is about the detection of delamination in damaged laminated thin structures. In the 
fmite element computational code, those laminated structures are modelled using shell elements. 
The methodology uses post-process criteria based on fracture mechanics linked with damage 
mechanics of computational code by the effective stress tensor. 
In the second place, the influence of delamination over the overall behaviour of the structure is 
taken into account. This influence is introduced by locally changing the material characterisation, 
progressively during the loading phase. These integrated effects change the numerical behaviour on 
loading and energy curves. 

Experimental validation studies are carried out in static tension tests, static and dynamic tests and low 
velocity impact with a spherical tool. The comparison between experimental and numerical results allows 
us to conclude to a good correlation and to the validation of this methodology. Many perspectives 
appeared at completion of this work. 

INTRODUCTION 

The composite laminate structures are being used to an increasing extent in the 
transportation domain, specially developed for aeronautical design. Actually, 
continuous fibre reinforced resins plies give significant weight gain, efficient load 
carrying capabilities and a good strength fracture. 

Unfortunately, those laminates have a relative sensitivity to the low velocity 
impact damage. So, crashworthiness is one of the foremost goals of aircraft design 
and certification, especially for strength fracture assessment and mechanical 
behaviour prediction under damage. Accurate analyses of different damage modes 
are complex and different kinds of damage mechanics are distinguished within a ply: 
matrix-cracking, fibre fracture and shear cracks in fibre-matrix interface. This 
damage has lead to an inter-plies damage: the delamination, which has a major 
influence on structure overall behaviour under loading. To that aim, the 
delamination effects must be taken into account in order to provide as accurate a 
representation as might be of all the damaging processes. The objective of this 
research was to develop a numerical methodology to follow up the delamination 
growth in the finite element (F.E.) modelling of composite laminate. 
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Delamination mechanisms are linked to the stacking sequence. We distinguish 
the damage behaviour: the first stable, leading to a progressive overall failure, the 
second, unstable with a brutal collapse. 

Thanks to the methodology, a new computation, introducing delamination, is 
applied to bring more accurate mechanical behaviour prediction, until total fracture . 
Some experimental programmes have been undertaken to validate numerical 
observations from methodology. We achieved three point bending tests with two 
kinds of laminate and a localised low velocity impact test on clamped plates. 

FINITE ELEMENT MODEL USED 

In finite element simulation, more often than not, the thin laminated structures are 
modelled using shell elements. Most models are made with several shells in the 
thickness with particular attention to produce the stacking sequence of plies. Thus, 
the approach of this work is different: in a dynamic computational code, a single 
multi-layer element shell has been developed [1] for this kind of structures with uni­
directional long fibre composite plies. 

For delamination location, we define an epoxy interface between different 
direction plies (figure 1). The interface is thinner than the other plies. 

z 

Figure 1. Single multi-layer element. 

However, this element does not allow any physical representation of inter-layer 
cracks opening displacements (i.e. Mode I of fracture mechanics) associated with 
delamination. So, this study deals only with the shear fracture effects (Mode II and 
III), whose stress components are already available. The ply model available in the 
code is defined as a homogenous orthotropic material; this means there is no 
distinction between fibre and matrix characteristics. The mechanical behaviour ply 
corresponds to damage-elasticity. Damage growth in the composite ply is introduced 
thanks to two variables d12 and d22 whose values can increase from 0 (no damage) to 
1 (total failure) [2]. d22 is linked with the transverse crack in the matrix under 
tension and is applied to transverse Young's Modulus Ez2 by: 

(1) 
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with ~2 ° initial modulus for undamaged ply. 

dl2 controls the shear cracks in fibre/matrix interface with the G12 shear modulus. 
GI2 = GI2o.(I-dd (2) 

with GI20 representing initial shear modulus for undamaged ply. 
In addition to that, fibre fracture is given by the critical fracture strain of fibre 

~llr' Rising damage, given by dl2 and d22, intrinsically depends on internal strain 
energy within ply. This notion of stored energy is taken for the development of a 
delamination detection methodology. 

DELAMINATION DETECTION AND FOLLOW-UP 

Numerical methodology together with fibre fracture, matrix cracking in plies and a 
delamination growth in interface are the most common damage mechanisms. The 
further growth of delamination can be predicted on the basis of fracture mechanics. 
The methodology uses several fracture criteria for each interface and associated 
plies [3]. The criteria are applied in post-processing of explicit code, using the stress 
tensor for each layer. For the interface, the criteria are twofold: 

The first is the follow-up of strain energy density growth within the interface [4]. 
This density is computed with the principal stresses aI, a2, a3 by: 

(3) 

with E the Young's modulus, v Poisson's ratio for epoxy interface. The damage 
variables dl2 and d22 are included in the corresponding effective stress components. 

The second is a Tsai-Hill failure criterion. It is a quadratic stress criterion for ply. 
The ply is specified as an anisotropic material, using the effective stress tensor as 
follows: 

(4) 

x, Y, U and S are respectively longitudinal, transverse and shear fracture threshold 
stresses. For the interface used, X and Y are equal to 130 Mpa, U and S to 30 Mpa. 
f2 value grow from 0 (no failure) to I (total failure). 

Both criteria are used for delamination detection like filter factors at the interface 
of each element. An assessment of interfacial fracture can be given by a decrease in 
the energy density at interface, combined with a sufficiently high value of the 
associated Tsai-Hill criterion (figure 2). 

Tsai-Hill acts like a filter on the too low energy fluctuation in the meshing 
elements far away from the loading area. This fluctuation is taken for failure sign if 
associated Tsai-Hill value is significant enough. 
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In addition, methodology uses specific Chang criterion [S] for associated plies 
fracture. This criterion distinguishes tension and compression matrix failures, which 
initiates delamination to the interface: 

( <J22)2 + (<J 12 )2 ~ 1 
S2 S12 

Energy density 
Failure detection 

, 
, 
, 

Tsai-HiU 

, - . ~ I. 0,1 

, 

Loading 

Figure 2. Criten'a used for each inteiface. 

EXPERIMENTAL ADmS'Th1ENT 

(S) 

(6) 

An interface damage parameter adjustment is realized by static tensile test. So, 
Composite samples are made of the Prepreg (glass E/epoxy with SS% volume fibre 
ratio). Some stacking sequence [±8]n' are selected with 10°:::;; e :::;;300 to give priority 
to shear fracture in the interface. This experimental test allows the strength values 
identification (X,Y,S for equation 4) or damage parameters linked with d12 and d22 

law evolution. The figure 3 below presents an example of delamination location for 
munerical and experimental tests with [±2S] 

For those configurations delamination is sudden and extended in the interface, 
leading to structure failure. Delamination locations at failure are comparable 
between experimental and numerical methodologies, for similar critical strains. We 
carried out tensile tests with [±1S]" [O/±1S]s, [±IS/O]s laminates, providing the same 
results. 

DYNAMIC BENDING TESTS 

Rectangular laminated plate samples (SO*200mm) undergo three point bending tests 
with an hydraulic jack device (figure 4). 
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Numerical 

Figure 3. Delamination/or [E5}s-

Hydraulic jack Monitoring curves. 

Speed: 5 mls , 

Vibration dampening base. 

Figure 4. Three point bending test. 

Two kinds of samples are chosen for the tests: 
The first, [902/O,J902], presents a bottom interface 90/0 delamination, 

initiated by several transverse matrix cracks within the bottom 90° plies. Cracks 
propagating in thiS 90° plies thickness appear from the bottom tensile plate's 
surface. When they reach 0° plies, they are deflected in the interface plane and start 
in several delamination fronts (figure 5). 

The seconp, [Oi90,J02], gives brutal failure and is initiated by several 
matrix cracks in the middle 90° plies. They give one single delamination front, 
extended in the ~ottom 0/90 interface and reach the edge of plate. So, this 
delamination causeS brutal structure failure. 

We apply the methodology to the laminated models of finite element test 
simulation. For each model, the criteria are applied within the interface (strain 
energy density decrease and Tsai-Hill failure criterion) and Chang criterion for 
composite plies. We sum up the delamination location by damage interface 
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cartography given by the application of a detection methodology. For the second 
stage, we define an integration process of delamination effects in a 'sequential' 
computation, which integrates delamination within laminated thin structure. Those 
effects over modelling are included in a code by locally weakening the mechanical 
features of the damaged plies and delaminated interface. For [902/0J902] those 
weakening are applied on the 90 sublaminated plies and associate bottom 90/0 
interface. For [02/90J02], they take effect on the damaged 90° middle plies, where 
several matrix failures are detected and on large areas on bottom interface. 

I ~JI (90/Ozl 

Figure 5. Transverse stripes delamination (in red) of [90/0/9021 (top view). 

To compare the provision of sequential computation, we also give "direct" 
computation, without any delamination effect integration. There are no 
modifications of the mechanical features during the loading phase. Figures give an 
example of delamination distribution of experimental tests. Methodology and 
resulting 'sequential' computational codes are applied on a quater plate equivalent 
model (with symmetrical boundary conditions). The views of figure 6 display some 
integrated damage distribution in a quarter bending platemodel due to sequential 
computation. In the model, the delamination area is associated. With shell, whose 
interface features damage values (d12 and dz2) close to 1. We must notice that d12 and 
d22 for interface are given with the same evolution law. The sequential computation 
gives a similar delamination distribution (figure 6). Direct computation is not able to 
give this restitution, where delamination is not detected until reaching important 
loading values. Therefore, damage is only like a single transverse delamination front 
reaching from the middle of the plate interface to a small area, regarding sequential 
computation. 

The delamination distribution accuracy depends on meshing: minimum step of 
delamination growth is directly linked to the shell length. Actually, this damage step 
cannot be any lower than the element size. So, there is an accurate low limit for 
delamination detection in the model given by the shell length, which must abide by a 
height/length ratio. 

l<igure 6. Quarter plate delamination growth at 2 and 6 mm of bending 
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Laminated global behaviour is given by evolution energy for two computational 
types ( direct and sequential) and experimental measures. These evolutions are 
displayed as a function of displacement. 

For [90iOJ90z], damage effects, particularly multi-front delamination leading to 
progressive failure of laminate. The experimental energy curve (figure 7) takes into 
account this progressive failure by a slow decrease as a function of displacement in 
the middle of plate. Sequential computation gives a better prediction of energy 
evolution than direct computation. 
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Figure 7. Energy evolution curves comparison for [90/0/902/. 

The same observations are made for the brutal failure case with [Oz/90J02] 
laminated bending (figure 8). 
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A failure level as shown for experimental curve to 4.5 mm, is predicted by 
sequential computation. A sliding phenomenon of plate between supports is 
observed in experimental tests, due to unsymmetrical distribution in the sample 
length. However, this phenomenon is difficult to take into account in numerical 
simulation. So, a difference in fracture energy level is found for sequential 
computation at global failure. 

CONCLUSION 

A numerical methodology is suggested for delamination prediction and the 
restitution of mechanical effects in multi-layered shell element. The delamination is 
defined like a strain energy decrease phenomenon linked to crack propagation. 
Energy evolution and specific quadratic stress criteria are applied in post-treatment 
of explicit finite elements code for composite plies and interface. It was able to 
follow both the initiation and delamination growths. 

The validation are carried out with experimental tests in low velocity impact. A 
good consistency is shown for damage mechanisms and delamination shapes, in 
different examples. The methodology developed is recognized a predictive process 
for several studied laminates. It can be used like a potential tool to size laminated 
structures at the design stage. 

In future prospects, we can foresee: 
A validation for crash studies in complex structures to predict behaviour 

until total failure. 
The methodology integration in the finite element code saves amount of 

time and entails a better synergy between failure detection and restitution of effects 
due to damage. 
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SEARCH OF CONTACT IN DYNAMIC FINITE 
ELEMENT CODE: PRESENTATION OF AN 

ANALYTICAL METHOD 

Abstract: The purpose of this communication is to develop a method of analytic contact search applied 
to a finite element code and to present the first numerical results. This method is based on the 
construction of geometrical entities being sufficiently continuous to get rid off the facetisation problems 
due to the spatial discretisation of the studied structure by finite elements. These geometrical entities are 
built up using the mathematical notion of spline applied to some nodes of the mesh. The search of contact 
is then realised with these entities, and then the obtained results are projected on the initial mesh. 
Our method, developed in the particular context of contact studies between casing and blades of turbojet 
engine, has been implemented in two finite element codes of different nature: Samcef (implicit 
formulation) and Plexus (explicit formulation), and then tested on some configurations. 

1. CONTEXT OF THE STUDY 

Dynamical contacts in turbojets are dealt with in many studies, on both experimental 
and numerical plans. For this last point, different research and processing algorithms 
of the contact have been developed. These algorithms can be integrated in finite 
element codes capable to describe the global evolution of a complex structure during 
a movement. 

However, within a code, it sometimes happens that the numerical tool 
performance is decreased due to their utilisation in a not - optimal environment. 
Limitations can have external explanations, as it is the case when the processor in 
charge of calculation is not enough powerful; but these limitations can also be a 
consequence of internal problems, when there is interaction between the use of 
several numerical tools for instance. 

In the case of tools dedicated to the processing of the contact, the facetisation 
(which is a direct consequence of the discretisation of structures) stands for a good 
example of this last kind of problems. During dynamic studies, especially when 
contact phenomena arises, two situations particularly underline the generated 
difficulties: discontinuity of the normal vector between elements (see figure la) and 
bad estimation of curvatures of the real geometry (see figure 1 b). 

Usually, these difficulties are got round using the following artifices: the 
problem of the indetermination of the normal vector is solved by attributing to node 
B a normal vector reached by the sum of the normal vectors of adjacent elements; as 
for effects of the second difficulty, they can be lessened by adding supplementary 
nodes. 
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"real" geometry 
B 

B 

.--.... -.~/.-.. ---.. _/ .. 
A ~d" d lscretlse geometry 

Figure 1 a " Discontinuity of normal vector Figure 1 b " Bad curvature approximation 

However, these solutions are only mid-terms: in the fIrst case, the normal vector, 
although defIned in every point of the mesh, remains discontinuous when crossing 
element boundaries, which is not a sufficient condition in some confIgurations (for 
example: rotation of a transmission shaft in a bearing support). In the second case, 
the addition of nodes decreases the relative size of the elements and increases the 
size of the mesh. So it globally increases the time of calculation, particularly in rapid 
dynamics where the value of the time step depends directly on the element size. 

The method we suggest in this paper has been motivated by the study of the 
search of intersection points of two geometrical entities in the particular framework 
of studies of blades/casing contacts in turbojet engines. In this confIguration indeed, 
problems of facetisation involve a very bad simulation of the rotation of the bladed 
disk in the casing, and can lead to a "numerical" break of the two parts due to the 
fact that the number of nodes generally retained for the model is too small. 

2. GENERAL OVERVIEW 

The suggested method takes place in the stage of research of contact points. More 
exactly, it is fully related to the determination of the nodes of the mesh that have not 
fIlled a given criterion. The next stage, that corresponds to the calculation of efforts 
to apply to the structure to take into account the contact, is modifIed only by data 
that are provided at the end of the detection of the contact (normal vector, local 
coordinates of the involved nodes ... ). 

Therefore, our process includes fIrst of all a stage of identifIcation of potential 
contact areas on the two structures in movement. Geometrical entities are then 
constructed with nodes contained in each area. As part of the studies of contact 
between blades and casing, the constructed entities will be therefore on the one hand 
a surface (the casing) and on the other hand a skew curve (profile of the blade tip). A 
research of intersection is then realised on these geometrical entities by following a 
recursive process. Finally, once contact points are identifIed, it remains to project 
the results on the initial mesh, that is to say to attribute to each impacted shell and to 
each impacting node some values that will allow the calculation of the contact force. 
Later on, we will suppose that the fIrst stage (identifIcation of potential contact 
areas) has been undertaken. We therefore dispose of a group of nodes upon which 
we are going to construct some geometrical entities presenting a sufficient character 
of continuity to get rid off problems of facetisation. The flexibility given by the 
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theory of splines is a great argument that justify its use. 

3. SOME RESULTS ABOUT SPLINES 

Some results about spline functions and about methods generally used to build 
spline curves and spline surfaces are briefly described here (for more information, 
see [1], [2]). 

Skew curves are represented using parametric coordinates. Each point P of the 
curve is therefore determined by its three coordinates x, y and z that depend on a 
same parameter t whose interval of variation is to be defined with care [3]. 

The data set of the problem is a group of npt points Pj, and a degree n of 
modelisation. The principle of construction of a spline function is the following: 
within the interval of definition of the parameter t, the vectorial expression of the 
skew curve approaching the group of points Pj is: 

N 

e(t) = L QjBnj (t) (1) 
j~O 

where Bnj are basis functions of the space of the splines of degree n called B-splines 
(these basis functions are in fact polynomials of degree n defined within the 
parametric interval), and the N+ 1 points Qj are called control points of the curve. 
Three methods are frequently used to determine these control points: 

- take for the Qj the points of the data set (P;): it is called the direct method; 
- calculate Qj in order that the resulting curve passes exactly through points Pj 

for some particular values of the parameter t: it is therefore an interpolation; 
- calculate Qj so that the sum of squares of distances from each point Pi to the 

resulting curve is minimal: it is called the least square smoothing method. 
An important spline function property consists of their location inside the convex 

polygon defined by their control points. As a consequence, for the direct method, the 
spline curve is generally far from the points of the data set. This is why only the two 
other methods (smoothing and interpolation) will be used. 

As for curves, surfaces will be represented using parametric coordinates, and 
control points can be determined with one of the three methods presented above. 
The data set of the problem is a group of nptu x nptv points Pij. The parametrisation 
is therefore undertaken in two preferential directions we will note u and v. The 
group of data points will be therefore approached by a surface whose vectorial 
equation is: 

N,. N, 

s(u,v)=LL QijBnu,;(u)Bnv,/v) (2) 
j~O j~O 

where Qij are the (Nu+l) x (Nv+l) control points of the surface. As shown in this 
formulation, the modelisation of a surface is equivalent to the crossed modelisation 
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of several skew curves: those defined by point Qij' j being constant, and those 
defined by point Qij' i being constant. It is thus possible to use B-splines of different 
degrees in the two directions (these degrees are noted nu and nv in the expression 
above). 

4. SEARCH OF INTERSECTION 

Methods commonly used in finite element codes (Lsdyna [4], Plexus [5] ... ) 
generally begin by dividing nodes into two groups called "masters" and "slaves". 
Then a first stage consists in undertaking a loop on the totality or part of slave 
elements: for each of them, a test is realised on the totality or on a part of the master 
elements so as to determine whether some of them can match a predefined criterion. 
Afterwards, if some group of master/slave nodes have satisfied the first criterion, a 
second test is realised to precisely confirm or invalidate the existence of contact. The 
stage of search of master/slave nodes couples can be made in a global way 
(hierarchical approach) or in a local way (vicinity approach) [6]. 

In the suggested method, the first stage of classification is retained: the curve is 
chosen to be the slave entity; the other stage is realised by using the spline 
formulation. Due to the non - linearity of this formulation, an analytic solution can 
not be found in the general case. A numerical iterative process has therefore to be 
set. 

5. PRINCIPLE OF THE METHOD 

The result of the search of intersection is defined for a given precision E. The result 
given by the algorithm should be understood as follows: inside a sphere of radius E, 
it exists at least two points, one belonging to the curve and the other to the surface. 
Each of the involved parameters, that is t for the curve, and u and v for the surface, 
is then discretised. The obtained increments dt, du and dv depend on the precision E 

[7]. The boundaries of the parameterised areas can be determined after a first rough 
sorting using a hierarchical approach for example. 

Subsequently, PI will designate the point of the curve associated to the parameter 
t, and PI/V the point of the surface associated to the parameters (u, v). The curve is 
used as a support for the search (see figure 2). 

For each discretised value of the parameter t, the surface is swept, and to each 
couple (u, v), the distance PIPI/v is calculated (see figure 3). If this distance becomes 
smaller than the precision E , parameters t, u and v are stored in memory (these are 
told "initial parameters"). 

Values of parameters are then increased. As soon as the distance becomes bigger 
than E , parameters are stored again in memory (these are told "terminal 
parameters"). Thus, some potential intersection areas between the two geometrical 
entities can be exhibited (see figure 4). It is then possible to proceed to a new 
scanning of these areas, with a new precision smaller than E . The operation is 
repeated until a required precision is reached. 
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Figure 2 : Initial situation Figure 3 : Principle of the method 

Figure 4 : Final situation 

6. IMPLEMENTATION IN SAMCEF 

First of all, the method of search of contact with the use of spline functions has been 
implemented in the finite element code Samcef [8]. 

It was not possible to develop directly within the source files of the code. So our 
developments have been realised via the user element which is a fortran routine 
compiled with the totality of the code. The user element allows the user to include in 
the code some elements he can set all the characteristics (number of nodes, degrees 
of freedom, constitutive law). 

In the present case, the user element developed by I. Guilloteau [9] has been used: 
it concerns a simplified element of contact, using a modified penalty method. In its 
formulation, the search of contact uses geometrical entities of degree 1 built on finite 
elements. These entities are parts of the shells approximating plans for the casing, 
and segments for the blades. Thereafter, this method will be designated under the 
term "classic method" . This classic search is therefore replaced by the method of 
search with spline modelisation. The test we use consists to simulate the rotation of 
an unbalanced blade inside a casing. The blade is represented by a generalised 
spring, and the casing (part of a cylinder clamped at its basis) is modelised by shells 
of Mindlin. The mesh is represented on figure 6. 

This test is used to observe the value of the normal force on the blade tip during 
the contact, and the CPU time to simulate 5 rotations of the blade. The varying 
parameters are on the one hand the choice of the method of search of the contact 
(classic, splines of interpolation and by smoothing splines) and on the other hand the 
number of elements used to discretise the circumference of the casing (three 
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configurations have been studied: 72, 36 and 18 elements). 

Figure 6: General view of the mesh 

7. SAMCEF RESULTS 

The first presented results concern the contact force: these results are normalised 
with respect to the maximal amplitude of the first contact force obtained with a 
method of interpolation in the 72 element configuration. It can be observed on figure 
7 (72 elements in the circumference of the casing) that spline methods give very 
similar results with regard to the maximal amplitude of the force of the first contact 
(the difference between the methods is approximately 3%). 

Figure 7: Configuration with 72 elements 

_ real radius 

fictive radius 
(FE approximation) 

Figure 8 : Finite element approximation 

With a classic method, the radius of the casing is systematically underestimated 
(see figure 8). As a consequence the contact force whose calculation depends here 
on the radial penetration is always overestimated. In the present case, the contact 
force is about 30% bigger than the force given by a spline method. Moreover, the 
finite element approximation involves an early detection of the instant of the first 
contact (t = 4 ms for the classic method and t = 6 ms with a spline interpolation). 

When the number of elements used to define the circumference of the casing 
decreases, these two problems greatly emphasize. When just 18 elements are used 
for example (see figure 9), the classic method detects a strong initial penetration that 
induces an amplitude of the first contact force twice bigger than the one obtained 
with a spline interpolation. 
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Figure 9 : Configuration with 18 elements Figure 10 : Interpolation method 

By representing on a same figure the results given by the three configurations (n, 
36 and then 18 elements in the circumference of the casing), it is interesting to note 
that the interpolation spline method is very little sensitive to the fineness of the mesh 
concerning the amplitude of the first contact force peaks (see figure 10). 

The second series of results focuses on the required CPU time to simulate 5 
revolutions of the blade. All CPU times presented on figure 11 are normalised with 
respect to the required CPU time with n elements and the classic method. 

It appears that spline methods are more expensive than the classic method 
(approximately 25% of supplementary time in the configuration with n elements), 
what was expected due to the iterative scheme that is used for the search of contact. 
However, it is important to note that a spline interpolation method with 36 elements 
requires less CPU time (approximately 30%) than the classic method with n 
elements, while providing a comparable result. 
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Figure 11 : CPU time comparison 

8. IMPLEMENTATION IN PLEXUS 

The method of contact search with splines functions has then been implemented in a 
rapid dynamic finite element code named Plexus [5] which uses an explicit 
formulation. In this code, it has been possible to develop directly in source files of 
the code (a specific instruction has been created that allows, in the data set, the 
selection of this kind of contact search). 

The test we use for this code was selected to underline the way the two problems 
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of facetisation we are concerned with were faced, namely the problem of taking into 
account the curvatures of the structures, and the problem of discontinuity of the 
normal vector. 

This test consists of a plate (the blade) sent with an initial translation velocity Vo 
onto the wall of a cylinder (the casing) clamped to its extremities (see figure 13). No 
particular boundary condition is attributed to the blade (all the dofs are free), and the 
problem is thus symmetric. 

Elements used to mesh the blade and the casing are shells Q4GS [10]. The mesh is 
realised such that the blade is directed to impact a ridge of a shell (see figure 14). 

z r 
-casing 

2 

X 0 _i! 

Figure 13 : General view of the test Figure 14 : Mesh top view 

The result which is observed is the evolution of the contact force. In this explicit 
formulation, the contact force is calculated according to the relative position (local 
coordinates) of impacting nodes within impacted facets. The search of contact 
existing in Plexus is a slipping line and surface method [11]: slave nodes and master 
elements are matched, and the contact force is calculated with a kinematic 
formulation involving the local coordinates of nodes transgressing the criterion of 
contact in impacted elements. This method will be later on designated as the "classic 
method". 

The results we present are related to the amplitude of the contact force in the two 
directions x and y. First of all in the direction x of impact (called "normal 

force"), it can be observed that the force given by the classic method is quite 
perturbed (see figure 15) while the force given by the spline method is quite regular. 

~ 
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Figure 15: Narmalfarce Figure 16: Tangentialfarce 
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Due to the symmetry of the problem, no force is expected in the tangential 
direction y. However one can observe a non-zero force (called "tangential force") 

with a classic method, since it has an amplitude hardly three times smaller than the 
one in the normal direction (see figure 16). A spline method also provides a non­
zero force, but with a very weak amplitude (more than 100 times smaller than the 
normal force). 

The very perturbed results provided by the classic method can be explained by the 
difficulty that exists to choose the reprojecting element when contact occurs: 
depending on the time step, and with the notations of figure 17, the reprojection will 
be made sometimes on the facet 1 and sometimes on the facet 2. The normal vectors 
of these two facets being very different, the values of contact forces are also very 
distinct. 

casing/ 

blade~ 

--=---:< .. 
? 

? 

Figure 17: Problem of reprojection 

This problem does not exist with the spline interpolation, since the normal vector 
is perfectly continuous in all the area of definition of the surface. 

9. CONCLUSION AND PROSPECTS 

The presented method aims at dealing with problems of facetisation when finite 
element codes are used to simulate some non-linear movements between structures. 

The developments realised in two different finite element codes show that the time 
required for the search of contact points is bigger than the time required when using 
a classic method, but can be compensated by the given possibility to work with a 
reduced size mesh. 

Under way developments aim at testing this method on some more complex 
problems (rotation of a transmission shaft in a bearing support for example) for 
which some programming difficulties will have to be faced (management of strong 
tangency areas that can considerably increase the time of calculation for example). 

Applications of this method to other configurations except that of blade/casing 
contact studies are considered such as the use for stamping problems and the 
simulation of thermoforming (studies are being proceeded in our laboratory). 

Acknowledgements: The authors would like to deeply acknowledge the CEA (the French Nuclear 
Department), and especially H. Bung for the help provided in the Plexus implementation. 
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PIERRE DUYSINX AND MICHAEL BRUYNEEL 

RECENT PROGRESS IN PRELIMINARY DESIGN OF 
MECHANICAL COMPONENTS WITH TOPOLOGY 

OPTIMIZATION 

1. INTRODUCTION 

Since 10 years topology optimization has been trying to bring an efficient answer to 
the automatic choice of the morphology of mechanical components, i.e. the number 
and the relative positions of the holes in the structural domains, the number and the 
nature of the structural members, their connectivity and the character of the 
connecting joints. This problem is one of the main questions to be addressed during 
the preliminary design phase of mechanical and structural components. Up to now, 
the selection of the mechanical morphology has been let to engineers' experience or 
to their intuition (which is even worse sometimes). With topology optimization the 
choice of the morphology can now rely on rational arguments and can be driven 
with the help of mathematical tools. This has two advantages. At first topology 
optimization can facilitate the automation of the preliminary design, but it can also 
improve substantially the performance of new mechanical products, that is, topology 
optimization can propose original and innovative solutions to engineering problems. 

For a long time topology optimization has been based on 'compliance type' 
arguments as in the pioneer paper of Bends0e and Kikuchi (1988). This kind of 
formulation has produced quite interesting results in many problems especially 
because controlling the displacements under the loads is generally good for 
deflection control and because,for one load case, compliance minimization leads to 
a fully stressed design nearly everywhere in the structure (Rozvany and Birker, 
1994, Rozvany, 1996 and 1998). However recently new results showed that 
topology predictions can not always be reduced to a compliance minimization. For 
example Rozvany and Birker (1994) have demonstrated that, for trusses, topology 
optimization can lead to different results when there are several load cases, different 
stress limits in tension and compression, or when there are several materials 
involved. 

This key role of stress constraints has to be demonstrated in the framework of 
topology optimization of continuum structures, for several load cases and when 
unequal stress limits in tension and compression are considered. 

The present developments continue along the work that was done in Duysinx and 
Bendsoe (1998) to introduce stress constraints in topology optimization of 
continuum structures. At first an integrated (i.e. global) relaxed stress constraint is 
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introduced. A second contribution is the generalization of the von Mises equivalent 
stress to other quadratic criteria that are able to cope with unequal stress limits. 

In addition to these mechanical constraints, one can also introduce geometric 
constraints on the material distribution. Besides the very classic area/volume 
constraint, the perimeter constraint offers an elegant way to control the complexity 
of the geometry that comes out from the optimization procedure. A first contribution 
has been made to cope with this difficult constraint in the mathematical 
programming solution procedure. A second development aimed at extending the 
existing perimeter measure to 3-D and axisymmetric problems. 

2. FORMULATION OF TOPOLOGY PROBLEM 

Shape optimization of structures without any a priori on the structural topology can 
be achieved by formulating the problem as an optimal material distribution on a 
given design domain (see Bendsoe, 1995). In order to solve numerically the optimal 
material distribution problem, the design domain is divided into finite elements and 
a density variable is attached to each element. The optimal material distribution 
problem could be solved as a discrete valued problem, but this approach is very 
complicated because of its highly combinatorial nature. Here a simplified 
formulation is considered. We allow the density parameter to run continuously from 
void to solid via all intermediate densities. The modeling of effective intermediate 
densities properties is based on a power-law model (also called SIMP model as in 
Rozvany et aI., 1992). This model is extremely popular for solving industrial 
applications because of its simplicity. If the script * denotes effective properties of 
the porous material and the index 0 is relative to the solid material properties, the 

effective Young's modulus E' is given in term of the density p by E' = pf' EO . The 

exponent p > 1 is introduced to penal ize the intermediate densities in order to end up 
with 'black and white' designs. 

This continuous formulation presents the advantage to allow the use of 
sensitivity analysis and mathematical programming algorithms to solve the problem 
in an efficient way (see for example Duysinx, 1997). However because the power 
law model is an approximation of composite materials the design problem is ill­
posed, i.e. the numerical solutions are mesh-dependent. To overcome the difficulty, 
we use here a restriction method of the design space based on a bound over the 
perimeter (Haber et aI., 1996). 

In addition to stiffness properties, if one wants to consider stress constraints in 
continuous topology optimization, one also needs the definition of a relevant stress 
measure in the porous composites. Modeling of strength properties can be made by 
following the approach developed in Duysinx and Bendsoe (1998). An overall stress 
measure controls the stress state in the microstructure. In the framework of the SIMP 
model, Duysinx and Bendsoe (1998) showed that a power-law model with the same 
power p is a consistent model for the micro-stresses CYIf. Therefore if the failure is 

predicted by a quadratic overall failure criterion like von Mises equivalent criterion, 
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the first failure in the microstructure of the porous composites is predicted by the 
following criterion in terms of effective stresses: 

II a-e'l (p) II = * a- eLf / pP ::; T (\) 

3. PERIMETER CONSTRAINT 

The perimeter constraint was originally introduced by Haber et al. (1996) to assure 
the regularization of topology problems (even with 0/1 variables and with 
intermediate density penalization). In addition to that property it was shown that the 
perimeter method is a very elegant solution to control the complexity of topology 
solutions, and thereby, to introduce an indirect control over the manufacturability of 
the solution (Figure \). When working with distributions of porous materials, the 
intuitive geometric measure of perimeter can be replaced by the total variation of the 
density, which is just the density jumps across the finite element edges when density 
discretization is constant on each element. 

! 

Figure 1. Using perimeter constraint for the control of the complexity of topology solutions. 

Perimeter constraints showed to be very difficult to control within the 
mathematical programming solution procedure. A first contribution was realized to 
cope with this type of constraint (Duysinx, 1997). Another part of the work has been 
devoted to extend the existing measure, which was restricted to planar geometries, to 
3-D (Bruyneel, \998) and axisymmetric structures (Figure \ b). 

4. STRESS CONSTRAINTS 

At first it is interesting to remind the reader with a very important difficulty that 
arises when dealing with stress constraints in topology optimization . As it has been 
shown in Kirsch (1990) and in Cheng and Jiang (1992), topology optimization with 
stress constraints is subject to the 'singularity phenomenon '. At short the paradox 
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comes from the fact that the optimization procedure is often unable to remove or to 
add some vanishing members without violating the stress constraints although one 
would end up with a perfectly feasible design if they were removed or added. From 
a mathematical point of view, the classical algorithms are unable to reach some 
optimum configurations because of the degeneracy of the design space. In order to 
turn around the difficulty, one has to use a perturbation technique of the stress 
constraints, generally known as the E-relaxation technique (Cheng and Guo, 1997) 
that results in a relaxation of the stress limits in the low-density regions. In this 
paper we use the following E-relaxed formulation of the overall stress criterion: 

] '(J" eq E: 
-----+E: s:] 
T pP P 

(2) 

This relaxed formulation of the stress constraints is considered in the numerical 
solution of the topology optimization problem with stress constraints. The solution 
procedure requires the solution of a sequence of perturbed problems with decreasing 
values of the parameter E. 

5. INTEGRATED STRESS CONSTRAINTS 

In Duysinx and Bendsoe (1998) the stress is treated as a local constraint, i.e. for 
every finite element. This formulation offers a full control of the stress state, but it 
also dramatically increases the size of the optimization problem and thus the 
computation time of the solution. Here we propose an alternative approach based on 
an integrated version of the E-relaxed failure criterion. The global stress constraint 
(i.e. integrated constraint) simplifies the computational complexity of the 
optimization problem at the expense of a weaker control of the local stress state. A 
key issue is to take into account the 'singularity phenomenon' of the stress 
constraints. So an original aspect is to include simultaneously the E-relaxation 
technique that alleviates the singularity phenomenon and the use of effective stress 
criteria into the global stress constraint. 

We propose to consider two global measures of the relaxed distributed stress 
criterion. The first global constraint is the 'q-norm' of the relaxed stress criterion (3); 
the second one is the 'q-mean' of the relaxed stress criterion (4). 

[ 
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To prevent negative valued relaxed criteria from contributing to the norms, one 
must consider the maximum value of the relaxed stress criterion and zero. Negative 
values of the relaxed criterion appear only for low stressed elements and thus can be 
truncated without influencing the global constraint. Furthermore, the function 
remains continuous up to derivative' q-]', so that the constraint remains sufficiently 
smooth. A major advantage of 'q-norm' and 'q-mean' functions comes from the fact 
that they make possible to bound the maximum value of the relaxed criterion by 
upper or by lower values. The 'q-norm' is an upper bound of the maximum value of 
the criterion while the 'q-mean' is a lower bound of the maximum local value of the 
criterion. In addition this gap closes to 0 when' q' value is going to infinity. So sharp 
bounding needs to take high values of 'q' parameter. However in practice, we take 
q=4 because it allows to control weakly the maximum value of the stress criterion 
while avoiding ill-conditioned optimization problems. 

6. TREATMENT OF UNEQUAL STRESS CONSTRAINTS 

Up to now topology optimization with stress constraints was based on the quadratic 
von Mises criterion. This criterion is very usual, because it predicts very precisely 
failure for ductile materials and metals, which are commonly used in mechanical 
engineering. However von Mises criterion is unable to predict real-life designs when 
the structure is made of materials with unequal stress limits like concrete or 
composite materials. One can also remember that thin structural members, like 
cables or thin sheets, are not able to sustain high compressive loads because of 
buckling. An indirect procedure to take into account this buckling constraint in the 
preliminary design phase consists in restricting the compressive loads by reducing 
the stress limit in compression. From a practical point of view these different 
behaviors in tension and compression result in quite specific designs. In order to 
predict layouts that take into account different behaviors in tension and compression, 
one requires particular failure criteria that are able to cope with unequal stress limits. 

To this end, two quadratic criteria have been selected and implemented. They 
both introduce a dependency on the first invariant of the stresses. The first 
equivalent failure crit¢rion is the Raghava criterion (Sa), which is generally used 
with adhesive materials. An interesting alternative to Raghava is the Ishai criterion 
(Sb). These stress criteria and the related equivalent stress can be written as: 

~ 2 2 "q }J(s-1)+ JJ (s-1) +12J2J)s 
CJ IIACi = 2s :0; T 

(S + l)J3}w + (s -1)}1 
---'----=.:.'------'- :0; T 

2s 
(S) 

T and C are the stress limits (in absolute value) respectively in tension and 
compression, and's' is the ratio between the stress limits in compression and in 
tension: s=CIT . The criteria are written in terms of the first stress invariant J 1 =CJ II 

and the second deviator stress invariant J2J) = O.5s"slj . The presence of the second 

invariant is obvious because the criteria have to render the von Mises criterion when 
the stress limits are equal. The first invariant is related to the hydrostatic pressure 
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and its presence in the criteria is essential to introduce the dependence upon the sign 
of the stress state and so the different behaviors in tension and compression. 

7. THE 3-BAR TRUSS EXAMPLE 

Despite its extreme simplicity, the 3-bar truss problem is very well suited to 
illustrate several concepts related to topology optimization with stress constraints. 
The geometry of the problem is given in Figure 2. The sizes and material data of the 
benchmark are normalized: L=l m, W=2.5 m, E=100N/m2, v=0.3. Three load cases 
(with different magnitudes and orientations) are applied at the center of the free 
edge. The design domain is meshed with 50 x 20 finite elements. This means that for 
local stress constraints one has to deal with 3 x 1000 restrictions. The volume bound 
is set to 25% of the design domain area. 

At first the minimum compliance design is studied (Figure 3a). The optimal 
topology is a 2-bar truss. Compliances for the 3 load cases are 73.3 Nm, but stress 
level is quite high. Using von Mises criterion, maximum value of the local criterion 
varies from 228 N/m2 to 571 N/m2 per load case. In a second optimization run one 
consider local von Mises stress constraints with a stress limit of 150 N/m 2 and one 
gets the topology of Figure 3b which is a 3-bar truss. The compliances of the 
minimum stress design solution are a bit bigger than minimum compliance solution 
(91.2 Nm, 45.6 Nm and 45.0 Nm for load cases 1,2 and 3). 

The conclusion that can be drawn from the comparison of these two optimization 
runs is that compliance design and minimum stress design can lead to different 
topology solutions when there are several load cases. 

W=2.Sm 

L=lm 

F3=20N Fl=40 N 

F2=30 N 

Figure 2. Geometlyofthe '3-bar truss' problem. 

One can further compare the local stress constraint formulation and the 
alternative approaches based on global restrictions (' q-mean' and 'q-norm') with 
optimization runs presented in Figures 4. One has the solution when minimizing the 
volume of material with a (heuristic) bound of 92 N/m 2 over the 'q-mean' of von 
Mises stresses (Figure 4a). The optimal area is 0.56 m2 . In Figure 4b, the bound over 
'q-norm' is set to 500 N/m2 and the optimal area is 0.62 m2 . Topology results, which 
are 2-bar truss designs, look more like the compliance design, because we lose the 
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control over the local stress state. However maximum local stress values are much 
lower than in compliance design. For 'q-mean' one has the following maximum von 
Mises stresses: 237 N/m2, 215 N/m2, and 207 N/m 2 for the first, second and third 
load cases. For the 'q-norm' on has a maximum von Mises stresses of230 N/m2, 235 
N/m2, and 231 N/m2 respectively for the three load cases. The weaker control over 
stress level allows to save one or two orders of magnitude in the optimizer solution 
time compared to the local stress approach. Finally one can appreciate the effect of 
unequal stress limits in tension and compression and Ishai criterion with results 
presented in Figures 5. The two results exhibit globally a 2-bar truss topology as for 
minimum compliance design, even though the geometry is quite different. When 
material is very resistant to compressive stresses, the middle and the left bars merge. 
In the opposite way when material is very good in tension, the optimal structure 
looks like a cable structure. This shows that real characteristics of the problem, here 
the unequal properties in tension and compression, may strongly influence topology 
results. 

Figure 3. a) Min compliance solution and b) Min of the max. of the local von Mises stress . 

.. ... ............ ~ ...... -' 

Figure 4. a) Min of 'q-mean ' of stress criteria and b) Min of 'q-norm ' of stress criteria. 

Figure 5. Minimum of maximum of locallshai criteria 
a) T = 150 Nlm 2, C=450 Nlm 2 and b) T =450 Nlm 2, C= 150 Nlm 2 

8. CONCLUSIONS 

Our work has extended the number of mechanical criteria, which can be considered 
in topology optimization design. For static analysis, we can consider compliance and 
deformation energy criteria, displacements constraints and stress constraints. Of 
course these constraints can be considered for one or several load cases. Because of 
their local character, the treatment of stress constraints in every finite element can be 
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very cumbersome. So local stress constraints can be replaced by integrated (global) 
constraints with a certain success. Different stress criteria can also be taken into 
account. The classic von Mises criterion can be substituted by Raghava or Isai" 
criteria for unequal stress limits in tension and compression. 

In addition to mechanical constraints, one can also introduce geometric 
constraints on the material distribution: area/volume and perimeter constraint. 
Perimeter constraints are very interesting because they offer an elegant way to 
control the complexity of the geometry that comes out from the optimization 
procedure. Several works were realized to extend the 2-D perimeter measure for 
plane structure to 3-D and axisymmetric problems. 

As illustrated in the numerical application of this paper, the optimal structural 
morphology can be sensitive to the design criteria that are considered in the 
optimization. More generally the experience gained while solving optimization 
problems with the different design criteria presented herein leads to reconsider the 
general idea that topology optimization, as a preliminary design tool, can be based 
on a restricted number of design criteria, especially compliance. On the contrary we 
believe that a larger set of criteria like stress constraints have to be introduced in 
topology design in order to predict really optimal morphologies of structural 
components. 
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FINDING THE OPTIMAL STOCK SPRING FROM 
OPTIMAL SPRING DESIGN CHARACTERISTICS 

Abstract. This paper presents two methods for selecting the best stock spring from within a database. A 
way of calculating the optimal custom spring design which takes into account the database properties is 
described and two methods that explore the neighbourhood of the optimal continuous solution are 
detailed. Two methods for exploring the neighbourhood of the optimal continuous solution are discussed. 
The first, called the "expanding" method explores the database in successive layers, and stops once a 
solution has been found which cannot be improved upon. The second method also uses the "expanding" 
technique but stops once a spring which matches the specifications has been found. The algorithm then 
performs a "sliding" operator, whereby the immediate neighbourhood of the existing solution is explored. 
When no better spring can be found, this process stops. Two examples are shown. They demonstrate the 
effectiveness for our approach in selecting a stock spring without exploring the whole database. The most 
time-consuming stage is the calculation of the optimum custom-made spring design. Both these methods 
are particularly useful when applied to large database. 

1. INTRODUCTION 

The creation of mechanical objects is often the end result of a long design process 
where standard component selection is perhaps the simplest, but nonetheless 
frequent class of design decision problems. As catalogues become increasingly 
common and voluminous, this process can be time-consuming. Text-only assistance 
is not an efficient means for designers to find a stock spring which respects not only 
certain geometrical properties stored in a database but also several operating 
characteristics. Thus, optimal operating points have to be calculated for each 
potential stock spring depending on the requirements. 
Finding the best stock spring and calculating its associated operating parameters is a 
Mixed Discrete Optimization problem. The most common mathematical solution is 
first to approximate an optimum by treating all variables as continuous and then to 
use algorithms to find the best feasible discrete point in the region of the continuous 
variable optimum. Optimization procedures dealing with continuous variables are 
numerous and well known. Technical literature provides mathematical methods 
which calculate design parameters corresponding to an optimal custom spring design 
(Sandgren (1990), Kannan and Kramer (1994), Deb and Goyal (1998)). To help 
designers select stock springs, Yuyi et al (1995) and Motz and Haghighi (1990)] 
have implemented methods that propose some stock springs close to the optimal 
custom spring design. But, in every case, the designer has to calculate the operating 
parameters for each proposed spring by hand, in order to select the one that best fit 
his specifications. Moreover, as the best stock spring is not necessarily close to the 
custom-designed optimum, the designer is never sure he has selected the best spring. 
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To find the discrete optimum, many algorithms have been developed such as the 
optimal discrete search by Pappas and Allentuch (1974), the sequential linearization 
approach by Han Tong and Papalambros (1991) or the Boolean logic method by 
Peng and Siddall (1993). These methods explore the discrete neighbourhood of the 
continuous optimum but are difficult to implement. When there is a high number of 
discrete variables, they can however help to find the discrete optimum without 
enumerating the total neighbourhood of the continuous point. 
Considering that spring catalogues give a maximum of four discrete variables in the 
optimization problem, our objective is to find methods that would extract the most 
suitable solution by just testing a few springs. Thus two methods have been 
developed. They use a particular optimal spring as a starting point to explore the 
database. 

2. STARTING FROM A PARTICULAR OPTIMAL SPRING 

Usually, optimal spring design is calculated by solving a conventional optimisation 
problem: Minimise or Maximise F(x) where x is a vector of continuous variables 
and F(x) is either the mass, or the fatigue life, or the operating load P2, or the 
operating length L2 ... 
In addition to the objective function, a large set of constraints is considered, so as to 
express design specifications (operating length limits, operating load limits ... ), the 
standards (fatigue life, buckling length ... ) and the technical capability limits of the 
spring manufacturer (maximum outside diameter, minimum outside diameter, 
maximum wire diameter. .. ). 
But catalogues often provide a much smaller exploration domain than the hyper 
cube generally considered in the continuous optimisation process. The global 
optimum can therefore be a long way from the discrete approach. To match 
catalogue properties and decrease the gap between the two optima, constraints 
related to the database limits can be added to the initial optimisation problem. The 
augmented formulation will lead to a particular optimal spring which can be retained 
as an appropriate starting point for a catalogue search. The first task is thus to model 
the catalogue data in order to obtain the boundaries of the exploration domain. 

2.1 Modelling the database 

For this study, the catalogue of the «Ressort Vane!» company, comprising 5050 
springs, has been used. For each spring, the characteristics detailed in the catalogue 
are stored in a table as shown in Figure 1. A spring reference can be for instance the 
index ofthe associated line in the table. 

00 d LI R nc_ PrIce • 

2371 5.3 0.5 32 0.38 16.8721141 / 2372 5.3 0.5 40 0.3 20.8380112 
2373 5.3 05 50 0.24 25.547514 

i 237~ 5.3 0.5 63 019 31 .7442282 

Figure 1. Spring table 
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Table I. Link between parameters 

De X De X d V d V LO Z 
1,6 1 11 23 0,16 1 2 23 3,2 1 
2 2 11,7 24 0,18 2 2,2 24 4 2 

2,5 3 12,5 25 0,2 3 2,5 25 5 3 
2,8 4 13,2 26 0,22 4 2,8 26 6,3 4 
3,2 5 14 27 0,25 5 3,2 27 8 5 
3,6 6 15 28 0,28 6 3,6 28 10 6 
4 7 16 29 0,32 7 4 29 12,5 7 

4,5 8 17 30 0,35 8 4,5 30 16 8 
5 9 18 31 0,4 9 5 31 20 9 

5,3 10 19 32 0,45 10 5,5 32 25 10 
5,6 11 20 33 0,5 11 6 33 32 11 
5,9 12 21 34 0,55 12 40 12 
6,3 13 22 35 0,6 13 50 13 
6,6 14 23,5 36 0,7 14 63 14 
7 15 25 37 0,8 15 80 15 

7,5 16 26,5 38 0,9 16 100 16 
8 17 28 39 1 17 125 17 

8,5 18 30 40 1,1 18 160 18 
9 19 32 41 1,25 19 200 19 

9,5 :10 36 42 1,4 20 
10 21 40 43 1,6 21 

10,5 22 45 44 1,8 22 

Within this catalogue, springs are classified using three parameters: Do (outside 
diameter), d (wire diameter) and LO (free length). Each spring can be represented by 
a point in the [Do, d, LO] space. Our suggestion is to add a matrix M[X, Y, Z] to this 
discrete space. The table 1 show the link between Do and X, d and Y, LO and Z. 
Matrix dimensions are thus: M[44, 33, 19]. This matrix will contain only the spring 
references. 
Note that M[] is not fulfilled by the database references. Some points of the discrete 
space have associated spring references, but not the others. For example 
M[lO,II,II] = 2371 (see Fig I) but M[I,33,19] = 0, as no spring exists with the 
dimensions Do = 1.6 mm, d = 6 mm, LO = 200 mm. 

2.2 Analysing the database limits 

Figure 2 shows rectangles that surround the catalogue springs. The objective is to 
find the database limits in the three following planes: dJLO, Do/d and Do/LO. In 
each of these planes, a curve is sought that minimises the distance from the database 
(in number of cells within M[] ) while staying outside the database limits. 
Equations of the curves detailed in Figure 3 are: 

dmax = 0.246 Do 09108, dmin = 0.07066 Do 0.99-19 
LOmax = 23.1 Do 06677, LOmin = 1.4177 Do 0.8301 
LOmax = 175.56 d r098, LOmin = 0.07066 d°9(N9 

These equations are added to the initial optimisation problem in order to find an 
optimal custom spring design within the catalogue limits. In this study, x is defined 
with Do (outside diameter), d (wire diameter), LO (free length), R (spring rate), Ll 
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(maximum operating length), L2 (minimum operating length). From the result 
obtained, the values of Do, d, LO are retained as starting point coordinates. Then, 
two exploration methods to select the most suitable spring from the database are 
presented. 

00 

Figure 2. Do, d, LO space 
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2. EXPLORA nON METHODS 

The optimal stock solution is not necessarily close to the custom-designed optimum. 
The following exploration methods test points on the matrix M[]. When a point is 
tested, the associated spring is evaluated in 5 steps (provided that the spring exists: 
M[X,Y,Z]:;tO). 

I - Read the characteristics stored in the spring table 
2 - Calculate the optimum operating points according to the specifications, the 
objective function and the standards (fatigue life, buckling length ... ) as described 
by Paredes (2000) 
3 - Calculate the whole range of characteristics 
4 - Calculate the objective function value 
5 - Evaluate how the spring satisfies the requirements. 

2.1 First exploration method: {(Expanding» 

The proposed method tests points that surround the starting point in successive 
layers, beginning with the points closest to the starting point (first layer), the others 
being gradually tested as described in Figure 4. 

-0---0 

~ 

-----Cr--o- 0-
0 0 

~ : starting point 
(optimal custom design) 

I • : po in t 0 f the first layer 

-0- 0- 0 

• --. 
• 

;)-- .:) 

• 0-- 0 
-(;:; • • 

: points of the second layer 

I 
. -0 .. ' ". 0- ---6--- . 0 

C 0- v o 
o 

o o o 

Figure 4. Expanding 

In a n dimension space, a continuous point is surrounded by 2" discrete points. In our 
case n=3, the first layer contains 8 points. The Nth layer contains the points located 
on the faces ofa cube with sides 2N long. Thus, it contains [6 (2N-2)2 + 24N -16] 
points. 
The progression is stopped when the exploration of a layer does not improve the 
solution obtained on the preceding layer. The stop criterion selected is thus as 
follows: the algorithm stops when, at the end of the exploration of the Nth layer, the 
optimal stock spring still belongs to the (N-I )th layer. 

2.2 Second exploration method: "Expanding, then sliding a window" 
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When the dimensions of the database spatial model are large (n>2), the exploration 
of numerous layers results in the testing of a large number of points. An alternative 
approach can then be used : "Expanding, then sliding a window". The exploration 
starts as defined previously but when at least one spring matching the specifications 
has been found on a layer, the expansion is stopped and the process continues by 
sliding a window. 

S - J 
-(r : Center of stage S window 

-(r : Center of stage S+ I window 

Figure 5. Sliding a window 

At this stage, the algorithm only tests the points from within a window that 
surrounds the optimal point previously found as shown in Figure 5 (discrete 
neighbourhood). For an n dimension space and a R window radius, a discrete point 
is surrounded by (1+2 R) n -1 points. In our case, the unit-neighbourhood is tested 
inducing n = 3 and R = 1 : 26 points are thus evaluated. If a better point is found, the 
window is slid onto that new point. The algorithm is stopped when the stage has not 
improved the preceding solution. 

3. EXAMPLES 

Two examples are given below to illustrate and compare the efficiency of the two 
methods. Note that, all the springs in the database have been simultaneously 
evaluated in order to control the results. Both these examples deal with, steel springs 
with closed and ground ends. 

3.1 Minimum mass 

In this example, the spring with the smallest mass value and a spring travel of 10 
mm, a minimum inside diameter (Oi) of 4 mm, FI equal to 15 N and a maximum L I 
of 35 mm is sought. The optimal custom spring design within the database limits 
induces Do = 6.42 mm, d = 0.75 mm, LO = 39.69 mm. Thus, according to table I, 
the first layer cube coordinates are [13, 14, 11], [14, 15, 12] (points of the diagonal). 
Results obtained with both methods are shown in Table 2. 
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Table 2. Minimum mass 

Method Expanding Exp. then sliding 
Nboflayers 5 2 
Nb of windows 3 
Nb of springs 656 142 
Result coordinates 17,15,13 17, 15, 13 

The algorithm proposes in every case [17, IS, 13] as a solution, i.e. 
Do = 8.0 mm, d = 0.8 mm, LO = SO mm, R = 0.68 Nlmm, working between 
Ll = 27.94 mm and L2 = 17.94 mm. 
Checking procedure: the evaluation of the entire database (SOSO springs) leads to the 
same stock spring (298 springs match the specifications). In this example, the best 
method is "Expanding, then sliding a window". In this case, the optimal stock spring 
can be found after evaluating only 142 springs. 

3.2 Minimum operating length 

Prototype design specifications are: Do ~ 38mm, Di ;;:: 27mm, Ll ~ SOmm, spring 
travel equal to 11mm. SN ~ PI ~ lSN and SON ~ P2 ~ lOON (spring loads). The 
spring with the smallest operating length is sought. Using the optimal design in 
continuous variables obtained without adding the database constraints induces first 
layer coordinates of: [40,22, 10], [41,23, 11]. When these constraints are added to 
the optimization problem, the first layer coordinates become [40,23,9], [41,24,10]. 
The results obtained are detailed in Table 3. 

Starting point 
Method 
Nb of layers 
Nb of windows 
Nb of springs 
Result 
coordinates 

Table 3. Minimum operating length 

without adding constraints when adding constraints 
Expanding Exp. Then sliding Expanding Exp. then sliding 

3 2 2 1 

43 20 15 10 

41,24,10 41,24, 10 41,24, 10 41,24, to 

In every case, [41,24, 10] is proposed as a solution, i.e. Do = 32 mm, d = 2.2 mm, 
LO = 2S mm, R = 5.78 Nlmm, working between Ll = 22.4 mm and L2 = 11.4 mm. 
Checking procedure : the evaluation of the entire database leads to the same stock 
spring from the 12 springs that match the specifications. Once again, it shows the 
efficiency of the "Expanding, then sliding a window" method. It also shows the 
importance of adding the database constraints to the initial optimization problem in 
order to reduce the number of springs evaluated. 
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4. CONCLUSION 

This paper presents two methods for selecting stock springs from within a catalogue. 
These methods are less time consuming than that which tests all the springs, 
especially for large catalogues. The first method consists in testing the springs that 
surround the optimal custom spring design. The algorithm called "Expanding" tests 
springs by successive layers, moving away gradually until the exploration of a layer 
no longer improves the solution selected on the preceding layer. The second method 
starts with a similar expansion process and stops as soon as a spring that satisfies the 
specifications is found. Then the springs from within a window that surrounds that 
spring are tested. If a better spring is found, the window is slid onto this point and a 
new step is carried out until no better solution remains. The results obtained are 
satisfactory and have a high "result" VS "number of tested springs" ratio. This ratio 
can be increased by adding the database limit constraints to the initial optimization 
problem of finding the optimal custom spring design. As it reduces calculation time, 
this method is particularly useful for large data-bases. It can also help in selecting a 
temporary stock spring to replace a broken custom-made spring, as here the starting 
characteristics are already known. In addition, it is particularly important to reduce 
operating time in integrated design procedures. 

5. AFFILIA nON 

PAREDES Manuel, SARTOR Marc, MASCLET Cedric 
LGMT - INSA, 135 avenue de Rangueil 31077 Toulouse (France) 
Tel: 335615597 18 Fax: 33 5 61 559700 
email: manuel.paredes@insa-tlsefr 
web: http://www. meca. insa-tlse.fr/lgmt 

6. REFERENCES 

Deb, K. & Goyal, M. (1998). A Flexible Optimisation Procedure for Mechanical Component Design 
Based on Genetic Adaptive Search. Journal of Mechanical Design, 120, 162-164. 

Han Tong, L. & Papa1ambros, P.Y. (1991). Computational Implementation and Test of a Sequential 
Linearization Algorithm for Mixed-discrete Nonlinear Design Optimization. Journal of Mechanical 
DeSign, 113,335-345. 

Kannan, B. K. & Kramer, S. N. (1994). An Augmented Lagrange Multiplier Based Method for Mixed 
Integer Discrete Continuous Optimisation and its Applications to Mechanical Design. Journal of 
Mechanical Design, 116,405-411. 

Motz, D. S. & Haghighi, K. (1990). An Integrated Approach to Knowledge-Aided Design and 
Optimisation of Mechanical Springs. Transactions of the ASAE, 33(5),1729-1735. 

Pappas, M. & Allentuch, A. (1974). Mathematical Programming Procedures for Mixed-Continuous 
Design Problems. Journal of engineering for Industry, 201-209. 

Paredes, M., Sartor, M. & Fauroux J.C. (2000). Stock Spring Selection Tool. SPRINGS, winter, 53-67. 
Peng, L. & Siddall, J.N.(1993). A Boolean Local Improvement Method for General Discrete 

Optimization Problems. Journal of Mechanical Design, 115, 776-783. 
Sandgren, E.(l990). Nonlinear Integer and Discrete Programming in Mechanical Design Optimisation. 

Journal of Mechanical Design, 112,223-229. 
Yuyi, L., Kok-Keong, T. & Liangxi, W. (1995). Application of Expert System for Spring Design and 

Procurement. SPRINGS, march, 66-80. 



www.manaraa.com

C. KERZREHO & J.-Y. COGNARD 

DESIGN PROCESS AND OPTIMISATION OF AN 
INTEGRATED ELECTROMECHANICAL BATTERY 

Abstract: As part of an electromechanical battery design project using flywheels, we present here the 
results of a research on solutions with low cost price and high energy density. The energetic 
characteristics formalisation helps us to choose and design a suited structure integrating a motor-generator 
and magnetic bearings. The rotor design requires to take into account the mechanical and 
electromechanical coupling as a function of the assembly technology. The converter optimisation is 
based on geometric modification and optimised numerical models. 

1. THE PROJECT 

There is no need to prove how important the electrical energy storage stake is. 
Currently, the electrochemical batteries give the best performances in words of 
energy density and specific energy density. However, those storage mediums have 
two major drawbacks which are a life term bound to some thousand 
charge/discharge cycles and a maximum specific power value of around 150W/kg 
for the lithium based battery [1]. The electromechanical batteries store energy in a 
flywheel as kinetic energy. Therefore, they can push back those limits and offer 
other opportunities. For example, they are used in building high power 
uninterruptable power supply and regenerative breaking systems. As part of a 
multidisciplinary project gathering together mechanical and electromechanical 
specialists, we work to define a household electromechanical battery. The aims are, 
on the one hand, to secure and regulate the home current supplies and consumption 
by providing energy from this device during short current failure and high power 
request. On the other hand, it could be used in conjunction with alternative electric 
generators, as wind turbines and photovoltaic panels, to improve their availability 
and durability [2]. The accumulation capacity for the considered module is a couple 
of kilowatts-hours with a minimal time for the charge or the discharge of around one 
hour. To be profitable, the materials of the rotor constituents should be used at the 
maximum. Also, a specific structure has to be found, fitted and optimised for this 
specific application, integrating the different functions into a coherent system, 
particularly, the motor-generator and the bearings. The acceptable energy lost after a 
few days, coming from various drags, do not represent more than 20% of the whole 
capacity. It requires the use of some cheap magnetic bearings and a vacuum 
housing. In this article, we present the results ending in a prototype design defined to 
validate the concepts and the technological choices carried out. It will be fit into an 
experimental system including alternative power supplies and chemical batteries. 
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2. GENERAL STRUCTURE DESIGN OF THE BATTERY 

In order to choose the structure of the system, a study as been performed to 
define the potentialities of different configuration classes and materials in terms of 
energy specific density, energy density and manufacturing cost per stored energy 
unit. For our application, the charge or discharge time is quite a long one, more than 
several minutes. On the one hand, the stresses coming from the accelerations are 
small compared to the ones associated to the rotation. Thus, during the pre-design 
phase, the rotor is supposed to rotate at a stationary speed. On the other hand, as the 
accumulation function is dominating, the flywheel nearly defines the rotor shape 
and, at this stage, only its characteristics are taken into account for energetic 
evaluations. In the case of small displacement assumption, the stress and strain field 
distributions of two homothetic flywheels are the same if the running conditions are 
identical. This property allows us to define flywheel families which mechanical and 
energetic behaviour are characterised by shared values. In the case of linear elastic 
behaviour materials, the stress field, for a given family, can be depict by a unique 

non-dimensional stress field C from (1), where V is the flywheel peripheral outer 

velocity and p the material density. The application of a design criterion, Von-Mises 

for the metals and Tsai"-Hill for the composite materials [3], leads us to define a 

stress coefficient ka> characterising the structure resistance. This coefficient governs 

the maximal flywheel outer peripheral speed with respect to the material equivalent 

yield stress Rp" 

s (M) = pV2 G(M) ; ka = Max !!G(M)!! 
MEFlywheel 

(1) 

(2) 

To fix the limits of the battery life in terms of charge-discharge cycle number, 
fatigue criterion must be used. For steels, one use a Dang-Van criterion to define a 
fatigue coefficient s (s< 1) [4]. Among other things, it depends on the ratio r of the 
maximal outer speed to the minimal one (3) which is also used to define the battery 
energy recovery rate through (4). The fatigue coefficient sets another maximal outer 
speed associated with the cycling life limit. 

The sensibility of those coefficients to shape details is particularly high and 
therefore dominates the design and optimisation processes. They are also used to 
define, through relations (4), the specific energy density, the energy density and the 
associated energetic shape coefficients K and Krlim• E" is the useful energy with 
safety fatigue coefficient and Ee the effective maximal rotor kinetic energy. Their 
ratio defines the battery energy recovery rate. A r value of 3 sets it up to around 
90%. The non-dimensional values i and m are defined by (4) from the mass M, the 
inertia I and the outer radius R of the rotating parts. 
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r = V IV max min == Wmax / Wmin ; 
Ee = K sRp K = 2.~~ 
M p 2 m k" 

(3) 

".2 -1 
Eu = --2- Ee 

". 
:u = KdimsRp ; KrJ<m 

d'im 

1 i. I 
=--Z=--

27f k" pR5 

M 
m=-4 (4) 

pR 

Table 1 : Basic structures with flywheel, electric machine and bearings 

Constant stress disk 
Flat 

Axial 

Table 2 : Studied material data 

r..quiva ent 

Elastic Yield Equivalent energetic Manufactured 
modulus strength energetic specific density Bast material cost estimation 

Material class Designation (Gpa) Innsity (Mpa) density (WhlK) (WhIlitre) price ('/kg) (./kg) 

Steel 36NiCrMol6 210 7,8 880 31 244 3,50 4 

Maraging steel,300 210 7,8 1950 69 542 28,50 12 
Tilanium allow TA6V 110 4,42 868 55 241 33,00 II 

IMI550 110 4,42 1025 64 285 47,00 15 
1O.2-J 110 4,42 1228 77 341 58,00 18 

Aluminium 2017 73 2,79 280 28 78 5,00 4 
2618 73 2,76 390 39 108 7,00 5 
7049 73 2,8 570 57 158 7,00 7 
AU5GT 73 2,8 395 39 110 7,00 5 

Unidirectionnal E Glass· epoxy 46 2,04 1400 191 389 8,50 22 
composite HM Graphite 1 epoxy 230 1,65 800 135 222 83,00 28 
(60% of tiber) HR Graphite· epoxy 159 1,55 1380 247 383 50,00 35 

Kevar - epoxy 84 1,37 1400 284 389 50,00 39 

A battery price estimation has been performed for three basic configurations : 
solid cylinder, hollow cylinder and constant stress type disk [5] (table 1) for metal 
materials and composite ones with epoxy matrix (table 2). As a result, due to the 
relatively long discharge time and the very high rotational angular velocity, around 
20000 rev/min, tI,e costly components are the flywheel, the electronic power 
converter and the vacuum housing. Figure 1 illustrates the flywheel energetic 
capabilities and co~t estimations for the materials listed table 2. For this component, 
various energy density to energy specific density ratio may be considered for nearly 
the same price. The raw material prices per kilogram have been defined with 
suppliers for one ton quantity. The specific price, the density and the tensile strength 
are used to estimate the manufacturing process cost. As the flywheel rotating 
stresses are nearly only of traction type, we have calculated that massive realisations 
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in ceramic materials are inadequate for a reliable device in strength term. If the 
ceramic-ceramic composite materials have much better capabilities [6], their costs 
are unacceptable for this application. The fatigue coefficient is set to 0.5 and is 
compatible with a high number of cycles for the metal rotor. It has not been 
evaluated for the composite structures. Realisations with various materials do not 
really improve the energetic effectiveness and lead to higher cost. In particular, the 
difference between the stress coefficient values of the solid and hollow shapes is a 
limit. However, in [7,8], we find studies resulting in composite structures obtained 
by sticking with interference pipes of various materials. The energetic specific 
density is then increased as the energetic density is not too disrupted. But we believe 
the benefits are lost by the manufacturing and reliability problems. 

The choice and design of the structure has been made as a compromise including 
the simultaneous studies on the electric machine and on the magnetic bearings. We 
have considered also the magnitude of the overall dimensions, the realisation cost, 
and the easiness of realisation. As a result, we defined an original architecture 
(figure 2) based on a solid cylindrical flywheel and an integrated electric machine, 
specifically designed for the application [9]. To simplify the manufacturing, the 
different parts are currently realised in magnetic steel. This is also a necessary 
property for the flywheel to integrate the electric machine and bearings. 
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Figure 1 : Flywheel energetic characteristic estimations/or basic shapes 

3. THE COMPONENT DESIGN, CONSTRAINTS AND INTERACTIONS 

The main components (the flywheel, the motor-generator and the bearings) are 
integrated into a single structure. Its design, in terms of stored energy, working 
power and stability is therefore a global process taking into account the interactions 
between the different components (specific design and technological constraints). 
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converter 

Bearings 

Flywheel 4--r-- otch 

Figure 2 : Rotor configuration and converter's parameters 

The electric machine, specifically designed for our application by the 
electrotechnical team (figure 2) has the general shape of a disk, around 5 centimetres 
high, connected to the flywheel [9]. The rotor consists of two disks modified by 
radial notch and.· manufactured in magnetic steel. The running characteristics 
(angular velocity range, efficiency, maximum power) and his shape characteristics 
(own inertia, outer radius, notch depth) are closely linked to the flywheel 
characteristics. In: this way, the battery has to provide a constant maximum power 
over the whole velocity range. Due to this condition, a minimal velocity has to be 
defined in associ~tion with the maximal torque. This velocity is also defined through 
the battery energy recovery rate and the r ratio. It's therefore a data of the flywheel 
design. The r ratio is an important parameter of the electric machine too. The 
storage optimisation aspects lead to define the maximal rotating velocity through the 
material strength and outer radius. One more time, those points are closely linked 
with energetic accumulation and dynamic stability. Another point is that the notches 
decrease the converter mechanical strength. Therefore, to be able to support the 
maximal flywheel velocity, its external radius should not exceed a certain value. If 
one names 0:", the ratio of the motor-generator rotor external radius to the flywheel 
one, its maximal value is defined by the strength coefficient of both components for 
a yield criterion and for a fatigue criterion by relations (5). 

Converter radius 
am == < 

Flywheel radius - k (T ,converter s /k 
flywheel rr ,flywheel 

(5) 
k 

a ,flywheel S converter / k a ,converter 

The flywheel's coefficients are assumed to be fixed for given geometry and 
materials values. The converter coefficients depend, in particular, of the tooth 
number and of the radius at the notch bottom. This last parameter, defined by the O:d 

coefficient, is also a crucial data for the electric machine design. More generally, the 
converter strength depends on the shape details of its constitutive parts and on the 
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assemblage technology used. Between all the different solutions studied, the one 
retained consists of one disk directly machined on the flywheel. So, this main 
component is a part of the electric machine too. The other disk is brought back on a 
common axis, assembled with interference to cancel the gap induced by the rotation 
and the stiffness differences between the axis and the converter disk. This axis must 
resist to the efforts induced by the magnetic bearings and, above all, by the security 
bearings. It must insure the continuity of the magnetic field at high speed and its size 
(aa) is another main parameter of the electric machine. Thus, the converter design 
depends, among other things, on the size and strength of the flywheel. The 
flywheel's design depends on the running characteristics of the motor-generator, and 
to a lesser extend, of its inertia. Therefore, the optimisation is an iterative process. 

High tensile-steels lead to very high angular velocity, around 20000 rev/min. It 
requires, for our low self-discharge application, the use of vacuum housing and 
magnetic bearings. The propounded solution is based on the use of permanent 
magnets since they create levitation force without any power consumption [10]. As 
completely passive magnetic bearings lead to unstable systems, a second levitation 
force, created by an axial coil, is used to stabilise the whole system. It is controlled 
by a quick continuous control around the equilibrium axial position, which coincides 
with a zero consumption state. The radial centring is passive and is realised by 
reluctant bearings positioned on both side of the rotor. These bearings are well 
suited in terms of manufacture simplicity and cost. But they impose constraints on 
the inertial matrix of the rotor to assure a steady state over the whole speed range. 
During power transfer, the converter creates little non-controlled efforts. According 
to their numerical evaluations, they may be neglected. However, as we want the 
converter and the bearings to be independent, separation of their magnetic flows 
must be considered during design. Also, the solution should limit the magnetic leak 
due to the secure bearing presence, without altering the overall dimensions. 

4. STRUCTURE OPTIMISATION 

For a global optimisation of the propounded structure and taking into account all 
the component characteristics, we have worked to improve and characterise the 
converter's strength and the material used. The first one is needed because of the 
technological assemblage choice we have made. For one of the converter's disks, the 
notches and the axis hole reduce its strength significantly. As a result of the relations 
(5), 0;" is small. It defines a converter with a little outer radius compared to the 
flywheel dimensions, resulting in poor energetic capacities. The necessary definition 
of the disk section shape is made by geometric optimisation using a finite element 
software, CASTEM 2000 [11], in conjunction with the MATLAB non-linear 
optimisation module. The optimisation target value is linked to the motor-generator 
performances, particularly the efficiency, and depends a lot on the stress coefficient 
ktr Constraints on the shape of the air gap surface, the disks interval and the non­
magnetic saturation conditions are integrated into the optimisation process. Also, it 
takes into account the minimal assemblage interference value defined to avoid gap 
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presence at full speed between the disk and the axis. A non-breaking criterion is 
used to check the values of the induced stresses at stationary state. If the disk radius 
is not the target vtlue, as the converter performance is closely linked to it, the good 
solutions have a stress coefficient around the flywheel coefficient (5). 

The converter electrotechnical optimisation has been done at the same time [9] 
and is linked to the previous point as it needs the maximum disk radius value for 
each given converter shape. This optimisation procedure allows us to find the 
optimal values qf some geometrical parameters linked to the mechanical -
electrotechnical cbupling. Computations have been made around flywheels which 
have the same diameter and height, manufactured in 36NiCrMo16 and working with 
a 90% energy recovery rate. One have find that manufacturing a disk into the 
flywheel does not change its strength and does not reduce the maximal outer 
peripheral velocity linked to its fatigue strength. 

As we previously saw, the other disk needs to be geometrically optimised to get 
the minimal strength compatible with the expected converter characteristics. As 
optimisation process is difficult to drive directly in 3D, we first simplify the 
experimental plane and keep only the main parameters ad and aa' The optimisation 
process at each point has been done in two stages [12,13]. The first stage starts with 
the previously defined optimised sections for all the studied area. The second stage 
uses those shapes as the starting points for 3D optimisations. This is done through 
the design software IDEAS using the stress coefficient keY as target value and a non 
magnetic saturation condition. 

0 . 0 

1 . 2.:u: .. oe 

~ , 00:"'08 

Figure 4 : Von-Mises stresses atfull speed (1/8 of the optimised components) 

Figure 3 presents the optimised disk and the Von-Mises equivalent stress 
distribution at full velocity V1llax• The most stressed areas are the disk inner surface 
and the notch's bottoms. At this velocity, pressure between the axis and the disk 
vanishes. The fatigue coefficient is calculated afterwards. On the one hand, if the 
fatigue coefficient decreases as the stress coefficient is improved, the sl keY ratio still 
increases, reflecting a better fatigue strength for the component. On the other hand, 
the am coefficient is better when calculated with the fatigue criterion. 

It is possible to optimise the battery energetic characteristics using adapted 
materials and shapes, another way is to maximise the material use by pre-stressing 
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the flywheel. The adopted process has been presented in [14] and is close to the one 
used to improve the fatigue strength of pressurised vessels [15]. The idea is to rotate 
the rotor at a higher angular velocity that the one defined by the yield strength 
through (2). When one stop the disk, the plastic strains induce residual stresses 
which are opposite to those induced by the rotation. Therefore, the energetic 
capability is increased. 

5. CONCLUSION 

Having defined the study of electromechanical batteries, we have, for a maximal 
component integration, set up a specific system suited to our application. It's global 
study is based on numeric results and on model of both converter and magnetic 
bearings. A prototype using the different components is under development. It will 
allow us to detail the characterisation of the elements and to study the interactions, 
and dynamic behaviour of the system. 
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A HYBRID CALCULATION MODEL FOR BOLTED 
ASSEMBLIES USED FOR SLEWING BEARINGS 

Abstract: slewing bearings are bearings of velY large diameter used fur crnnes, radar dishes, tunnel 
boring machines, etc. The two bearing rings are clamped to the stru:ture by pre loaded high-strength 
screws or bolts. The connection is like a thick and narrow cylindrical flange, which includes a large 
number of fasteners. It is subjected to extreme loading, which is variable in time. Given the low futigue 
resistance of threaded elements, they must be sized with a great accmacy. This article presents a simple 
and efficient numerical model specially developed for tbe sizing of tbese connections. Th: originality of 
the modelling process lies in the use of a hybrid finite element This element has the general behaviour of 
a ring (cylindrical shell element), except for the axial direction where its stiffuess is the local stiffuess that 
governs the behaviour of the bolted assembly. By discretising the ring in several elements, this 
formulation can take into accOlmt non-linear stiffuess distribution in the assembly and in particular the 
effect of the load application height This model was then validated via several 3D finite elements 
simulations and gives excellent results. 

1. INTRODUCTION 

This article deals with the development of a simplified finite elements model 
allowing fast and precise calculation of the fastening bolts for very large diameter 
bearings (400 mm to 14m). These bearings are mainly slewing bearings used for 
shipyard and tower cranes, tunnel boring machines, radars, offshore equipment, etc. 
They transmit combined loads and one or both rings are provided with gear teeth to 
enable the swing drive to operate. The rings are attached to other structural elements 
by means of screws or bolts. The three types of bearings studied are presented in 
Figure 1: ball bearings, crossed roller bearings and three row roller bearings. 

Figure 1. The study domain. 

Note that each ring is higher than its thickness and is subjected to complex 
loading having axial and radial components of same importance. The traditional 
models, VDl 2230 [7] or the non-linear model of GUILLOT [I] are not appropriate. 
We proposed another model [6] using special plate elements, which takes into 
account the rigidity loss due to the hole clearance. The results obtained were 
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satisfactory, but the model required a different setting for each bearing geometry. In 
order to improve on this, a new model has been developed that takes into account 
simultaneous the bending stiffuess in the axial direction with plate elements and in 
radial direction with tube elements. The tube elements were modified to consider the 
characteristics related to the behaviour of pre loaded bolted assemblies. 

2. PRESENTATION OF THE NEW MODELLING 

Q (preload) ~ 

oo~ 
(bll!!lam IIIlement) 

Figure 2. The modelling principle. 

As Figure 2 shows, the bearing ring model consists of three types of elements: 
- the plate elements that keep the same expression as for the circular-plate model 

[6]. Their role is to characterize displacements (and boundary separation) of the ring 
from its elastic foundation, as well as the bending according to axial direction OY. 

- the so-called hybrid elements which make it possible to take into account part 
compression stiffuess during prestressing, as well as the specific bending of a tube 
along radial direction ox. The 3DOFs per node enable the structure to be loaded 
with a torque equivalent to the outer load Fe. 

- the springs that model the contact with the mounting and characterize the 
elastic behaviour of the interface and the unilateral contact. Springs stiffuess will be 
a parameter affecting the setting of the model. 

The bolt has the same formulation as an equivalent beam, used in the former 
models. The modelling of the bolted assembly was reduced to a sector of bearing 
associated with the most loaded bolt. The loading, as well as the formulation of the 
hybrid elements, are axisymmetric and represent a simplifYing assumption for the 
model. 

3. HYBRID ELEMENTS 

The number of hybrid elements is directly related to bearing geometry. One element 
for the structure between the load application point and the highest surface of the 
ring is thus assigned; a second element for the reduced section determined by the 
bearing runway and a third for the lower part between the runway and the mounting. 
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4. DETERMINING THE AXIAL STIFFNESS OF THE BEARING 
SECTOR 

In order to calculate the axial stiffness of the bearing sector we have used the 
improvement made by MASSOL [2] to the formulation of RASMUSSEN [4] for a 
cylindrical elementary assembly. 

5. HYBRID ELEMENT STIFFNESS MATRIX 

Due to the relatively low radial width compared to the outer diameter and the height, 
the behaviour of the outer ring is similar to an interior loaded tube. It is important to 
take into account the specific bending of a cylindrical shell [5], as well as the radial 
displacements, produced by a radial force (or radial component). The stiffness matrix 
of the hybrid element is based on the formulation of cylindrical shell element. In 
order to take into account accurately the axial stiffness as well as the prestressing 
strains, in the matrix of the tube element, the lines and the columns corresponding to 
the tensile terms (degrees of freedom v) have been replaced by the corresponding 
terms from a beam formulation of equivalent stiffuess. 
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Figure 3. Transformation of the tube element matrix into the hybrid element matrix. 

The S section present in the new terms is the equivalent cross-section obtained 
from the improved Rasmussen's formulation, presented above. Furthermore, in order 
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to consider the height of the load application, the total flexibility must be distributed 
among elements in the real non-uniform pattern. 

6. CONSIDERING THE APPLICATION POINT OF THE 
EXTERNAL LOAD 

The height application of the external load, as shown in [1], has a major influence on 
the bolted assembly behaviour and on the resulting values of the supplements of 
tensile force and bending moment in the threaded element. For an axial load, a bolted 
assembly can be represented schematically according to Figure 4. 

Bolt 01 so 
fIOxIbiIiIy 

Figure 4. Schematic diagram of a bolted assembly. 

What complicates the computation is that the part flexibility is not uniformly 
distributed across the thickness. In fact, the image of the compressed zone under the 
head of bolt, up to the mating plane, appears as a volume approaching the shape of a 
truncated cone (Figure 5). 
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Figure 5. The real zone of compression. 

To approximate the real situation, an appropriate algorithm is used to calculate 
the flexibility of a compressed part, shared in two or multiple segments. This 
calculation uses the Rasmussen's formulation of the equivalent section as described 
in [7]. 

The lower part can be discretized into as many segments as necessary, without 
repeating this computation algorithm, since it is sufficient to preserve the sum of the 
elements flexibilities (Sp2) constant, as these act in the same way during loading. So, 
our bearing ring modelling is made up of three segments corresponding to the hybrid 
elements: 
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Figure 6. Cross-section a/hybrid elements. 

The length LI of the first segment is directly related to the height of the 
application of the external force, defined by the bearing geometry. In order to refine 
the distribution flexibility, a correction factor "y" has been introduced. It will be a 
multiplier of the calculated cross-section ApI, to obtain the corrected equivalent 
cross-section: Ap Ie = r.Ap I 

Obviously, the introduction of this factor will also affect the value of the second 
equivalent section Apz, since the sum ofthe Sp flexibilities has to remain constant. 

The force application height factor y will be the first setting factor of our model. 

7. CONTACT STIFFNESS AND THE DISTRIBUTION OF THE 
AXIAL STIFFNESS 

Axial stiffuess brings simultaneously into play the hybrid elements and the contact 
springs. However, the total axial flexibility will be equal to the sum of the springs' 
flexibility Srt and that of the part (the three hybrid elements Sp;). The hybrid 
elements have flexibility: 

and the contact springs have total stiffuess: 

Krt=L Kri ; (springs in series) giving flexibility: Srl= lrt 

Total part flexibility, obtained by using the improved Rasmussen's formulation 
(contact springs included) will be consequently: 

Sp = Sph + Srt = cte; 

By affecting a factor of distribution, "rep" to the part flexibility Sp, the following 
are recalculated: 

- springs flexibility: Sri = rep *Sp; 
- hybrid elerrtents flexibility: Sph = (l-rep)*Sp. 
The stiffness distribution factor rep will be the second and the last setting factor 

of the model. 
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8. MODELLING THE FASTENING BOLT 

The modelling of the threaded element is that of an equivalent beam. The Seq section 
and the Ibeq quadratic moment of this beam are equivalent quantities with the same 
axial and bending stiffuess as a real bolt (or screw) [I]. 

9. THE LOADING 

The inclined external loading can be replaced in our modelling by an equivalent 
torque (Figure 1), composed of an axial load and a bending moment for the axial 
component, and a radial force for the radial component of the load. 

10. THE TOTAL STIFFNESS MATRIX AND THE SYSTEM 
RESOLUTION 

The assembly of the stiffuess matrix is carried out in respect of the finite elements 
method. However, in order to reduce the size of this matrix the unused DOFs have 
been eliminated. The calculation is carried out in two steps: 

1. The first consists in calculating the necessary displacement Yq of the bolt end 
that induces the preload force. 

2. In the second step, by imposing the displacement yq and applying the external 
load Fe, the tensile force supplement and the bending moment supplement can be 
calculated. Thus, the system resolution was carried out using a method of 
penalization, as described in [3]. 

11. COMPARISON BETWEEN THE RESULTS OF THE HYBRID 
MODEL AND THOSE OF THREE-DIMENSIONAL FINITE 

ELEMENTS SIMULATIONS 

The direction ofthe equivalent external force associated to a bolt sector is inclined in 
respect of the axial direction for the first two bearings, and axial for the three rows 
roller bearings. To validate our modelling, a search has been carried out for values 
for the setting factors valid for each loading component, axial or radial. Numerous 
finite elements simulations have enabled us to classifY the bearings studied into two 
categories, according to their behaviour and their geometry characteristics and 
loading. The first category is composed of the ball bearings and the crossed roller 
bearings - inclined loading, similar relationship between dimensions - and the 
second category by the three row roller bearings - significant ring height, axial 
loading, two parts outer ring, etc. The comparison of the two models, the hybrid 
model versus the three-dimensional finite elements simulations, has been carried out 
by considering the characteristic curves of tensile effort and bending moment 
supplements due to the external force. 

F or the first category of bearings, the values of the two setting factors are: the 
application force height factor y = I and the stiffuess distribution factor rep = 0.06. 
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The value of y illustrates the high degree of accuracy of our model. Although for the 
fIrst category the y factor can be suppressed, it will be necessary for the second 
category of bearings. 

The model performs very well in different loading conditions. When the bearing 
is subjected to the total inclined load and using the same values of the setting factors, 
the following curves are obtained: 

Tensile force supplement Bending moment supplement 
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Figure 7. Crossed rollers bearing. Total inclined force supplements. 

The gap between the curves of the two models remains within an acceptable 
margin of error of 20% for the load interval defIned by the manufacturer (the upper 
limit of the external force on bolt sector is Femax = 32 kN). 

For the second category of bearings, the three rows roller bearing, the 
comparison is presented in Figure 8. 
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Figure 8. Three row roller bearing. Totalforce supplements. 

The values of the two setting factors for the three rows roller bearing are: y = 

0.38 for the application force height factor, and rep = 0.32 for the stiffuess 
distribution factor. 

While for the fIrst category of bearings, the setting was made directly on the 
values of supplements, for the three row roller bearing the method was different due 
to the particular behaviour of the bearing. Thus, fInite elements analysis highlighted 
a signifIcant bending moment when the bolt was preloaded and that phenomenon 
was accentuated by the application of the external force. This is explained by the 
position of the bolt near the outer diameter resulting in a weaker support surface on 
the mounting. Consequently, the setting has to be carried out on the value of the 
initial bending moment generated by the preloading. The curves show the model's 
ability to illustrate accurately the particular aspect of the decreasing tensile force in 
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the bolt, gIVrng negative values for the force supplement. The dominating 
phenomenon for this second category of bearing is the ring bending, which develops 
as early as the preloading. The values of the bending moment variation are calculated 
by the hybrid model with high level of accuracy. 

12. CONCLUSION 

Using the potential of hybrid modelling, the following advantages have been 
obtained: 
~ the model can be easily adjusted using only two setting factors; 
~ these factors can have the same values for all bearings of the same category, 
which makes the model suitable for a wide range of bearing dimensions; 
~ the particular phenomenon of average tensile stress decrease in the case of the 
three row roller bearing was taken into account. 

In conclusion, we can affirm that the numerical model with hybrid elements is 
satisfactory for the modelling of bolted assembly of the slewing bearings. Static 
dimensioning can be very accurate and a suitable fatigue check can be implemented 
in very short time and for low costs. 
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